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CHAPTER ONE

Introduction

China has four million websites, with nearly 700 million
Internet users, 1.2 billion mobile phone users, 600 million
WeChat and Weibo users, and generates 30 billion pieces
of information every day. It is not possible to apply
censorship to this enormous amount of data. Thus
censorship is not the correct word choice. But no
censorship does not mean no management.

—LuWei, Former Director, State Internet Information
Office, China, December 20151

1.1 THE PUZZLE OF POROUS CENSORSHIP

As more people around the world gain access to the Internet,
government censorship seems an increasingly futile exercise.
Traditional conceptions of censorship that could completely
control information, such as watertight bans on access,
prepublication review, or government-enforced prohibitions on
content, seem silly when you consider that every secondmillions
of Internet users around the world are sending one another
instant messages, participating in online forums, and tweeting
to hundreds of thousands of followers. Even the world’s most
famous censors recognize this reality. As the former “gatekeeper
of the Chinese Internet” Lu Wei stresses in the epigraph to this
chapter, the thirty billion pieces of information generated each
day by Chinese citizens quite simply cannot be censored.

1 December 9, 2015.
Available at: http://news.china.com/domestic/945/20151209/20903585.html.
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Yet recognizing the impossibility of complete control of
online discourse has not kept authoritarian regimes from spend-
ing billions of dollars trying. On the face of it, authoritarian
efforts of information control seem halfhearted. Even censor-
ship in one of the most sophisticated censorship regimes in the
world—China—could be seen as faltering attempts at “informa-
tionmanagement.” For the most part, these efforts at censorship
are porous—frequently circumvented by savvy Internet users,
accidentally evaded by citizens wasting time on the web, and
rarely enforced with punishment.2

Indeed, most censorship methods implemented by the
Chinese government act not as a ban but as a tax on informa-
tion, forcing users to paymoney or spendmore time if they want
to access the censored material. For example, when the govern-
ment “kicked out” Google from China in 2010, it did so simply
by throttling the search engine so it loaded only 75 percent of
the time.3 If you wanted to use Google, you just had to be a
bit more patient. The Great Firewall, China’s most notorious
censorship invention that blocks a variety of foreign websites
fromChinese users, can be circumvented by savvy Internet users
by downloading a Virtual Private Network (VPN). Social media
users in China circumvent keyword censoring of social media
posts by substituting similar words that go undetected for words
that the government blocks, making content easy to find if you
spendmore time searching.4 Newspapers are often instructed by

2 Yang (2009a, pg. 2) describes many of the ways in which Chinese netizens
circumvent Internet control and calls government control over the Internet “only
partly effective.” Xiao (2011) similarly emphasizes how Internet controls in China
are easily evaded.

3 Millward, Steven, “Google+ Not Actually Blocked in China, Just Be-
ing Slowly Throttled,” Tech in Asia, June 30, 2011. Available at: https://www.
techinasia.com/google-plus-china.

4 Branigan, Tania, “How China’s internet generation broke the silence,”
Guardian, March 24, 2010. Available at: https://www.theguardian.com/world/2010/
mar/24/china-internet-generation-censorship; Hiruncharoenvate, Lin and Gilbert
(2015).
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censors to put stories on the back pages of the newspaper, where
access is just a few more flips of the page away.5

Porous censorship is not unique to China or even to themod-
ern time period. Instead of shutting off the whole Internet, Iran
has been known to simply throttle it and make it slower during
elections.6 The Russian government uses armies of online bots
and commentators to flood opposition hashtags and make it
more difficult, but not impossible, for people to find information
on protests or opposition leaders.7 Even before the Internet, in
the late nineteenth century, British censors banned translations
of French literature they considered obscene, but allowed un-
translated versions to circulate freely, allowing unlimited access
to those willing to expend the effort to read them in French.8
In East Germany during the cold war, the government decided
against enforcing restrictions on satellite dishes that enabled
citizens to watch West German television, effectively allowing
East Germans who were interested enough to find a way to buy
a satellite dish to have access to it.9

Why do governments attempt to control information when
these controls are easily circumvented? Conventional wisdom
posits that these porous censorship strategies are futile for
governments as citizens learn quickly to circumvent censorship
that is not complete or enforced. Many have stressed that
information, which is often called “non-excludable” because it is

5 “Ministry of Truth: Personal Wealth, Income Gap,” China Digital Times,
February 6, 2013. Available at: https://chinadigitaltimes.net/2013/02/ministry-of-
truth-personal-wealth-income-gap/.

6 See Aryan, Aryan and Halderman (2013, pg. 5) and Esfandiari, Golnaz
“Iran Admits Throttling Internet to ‘Preserve Calm’ During Election,” Radio
Free Europe, June 26, 2013. Available at: http://www.rferl.org/a/iran-Internet-
disruptions-election/25028696.html.

7 Goncharov,Maxim, “The Dark Side of SocialMedia,” TrendLabs Security Intel-
ligence Blog, December 7, 2011. Available at: http://blog.trendmicro.com/trendlabs-
security-intelligence/the-dark-side-of-social-media/.

8 Reynolds (2014, pg. 188).
9 Kern and Hainmueller (2009, pg. 394–395).
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easily shared, is difficult to control once it has become known to
a portion of the public, as it can spread quickly.10 “Information
wants to be free,” originally coined by Stewart Brand, cap-
tures the idea that information technology makes information
easy to copy and thus difficult to control.11 More puzzling is
that many governments have the capacity to enforce censor-
ship more forcefully, but choose not to do so. Periodic VPN
crackdowns indicate that China could make the Firewall less
permeable, but much of the time the government chooses not
to.12 The government could implement draconian punishments
for those who evade censorship, creating strong disincentives
for circumvention, but most circumvention is not even illegal.
Using censorship that taxes, rather than prohibits, information
in China—and in other countries around the world—seems to
be a design choice, not an operational flaw—but why?

1.2 DISTRACTION ANDDIVERSION

In this book, I shed light on the puzzle of porous censorship
by showing that even easily circumventable censorship has an
important impact on information access for the typical person
in most circumstances, and, for this very reason, is strategi-
cally useful for authoritarian regimes. Many censorship meth-
ods require citizens to spend more time or money accessing

10 Taubman (1998, pg. 266) stresses that the decentralized nature of the Internet
means no censorship methods are foolproof. Yang (2009b, pg. 30) contends that
online activism is powerful because it can be more easily multiplied. Esarey and Xiao
(2011) show that digital media has more critical content than newspapers in China.

11 Barlow, John Perry, “The Economy of Ideas,”Wired, March 1, 1994. Available
at: https://www.wired.com/1994/03/economy-ideas/.

12 “China Cracks Down on VPNs During Political Meetings,” Wall Street
Journal, http://blogs.wsj.com/chinarealtime/2016/03/10/china-cracks-down-on-
vpns-during-political-meetings/.
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information that the government would like to slow down.
Only a minority of citizens who are interested enough in the
information and have the education and resources to pay the
costs of evasion are motivated and equipped enough to cir-
cumvent censorship. For the majority of citizens, who are less
interested in politics and are not willing to spend significant time
becoming informed,13 small costs of access and government
distractions can divert citizens to information that is less dan-
gerous to the regime. Even though it is possible to access most
information, as normal citizens get lost in the cacophony of in-
formation available to them, their consumption of information
is highly influenced by the costs of obtaining it. I argue that there
are massively different implications for the spread of political
information of having certain information completely free and
easy to obtain as compared to being available but slightly more
difficult to access.

Part of the inconsistency between conventional wisdom
about censorship and the reality of censorship results from
the lack of conceptual clarity about the mechanisms by which
censorship affects the public’s consumption of information. We
lack a theory of censorship. I provide a typology of the three
ways in which censorship can affect individuals. What most
people think of when they think of censorship is fear—threats
of punishment, such as losing a job, prison, or worse—which
may deter citizens from spreading or accessing information.
Fear works by prohibiting particular information and through
this inducing self-censorship. But the threat of punishment
must be observable to be credible—those who are not aware

13 Many scholars in political communication have shown thatmost people are not
willing to spend time informing themselves about politics. For example, Sniderman,
Tetlock and Brody (1991) show that voters rely on heuristics to make political
judgements, Popkin (1994) explores how voters use information shortcuts to make
choices, Conover and Feldman (1984) develop a theory of how people have ideology
under low information, and Hamilton (2004, pg. 11) explains howmedia consumers
can be rationally ignorant.
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of punishment cannot be deterred by it. Although fear is a
more complete form of censorship because it can be enforced,
fear is problematic for authoritarian regimes because it can
cause backlash, draw attention to censored information, and
create information-gathering problems for governments. Fear
is more difficult to use in the digital age because prohibitions
on information are difficult for governments to enforce when
information is easily copied.

The other two less well-known censorship mechanisms I
introduce—friction and flooding—have proven themselvesmore
useful in the age of the Internet. Friction—increasing the costs,
either in time or money, of access or spread of information—
diverts citizens’ attention by imposing barriers to informa-
tion access. A slow webpage, a book removed from a library,
reordered search results, or a blocked website can all be used
to increase the costs of access to information. Friction is often
circumventable—it can be evaded simply by sustaining these
costs. However, it does not have to be observable in order
to work and therefore can more easily be explained away or
go unnoticed. Friction’s counterpart, flooding, is information
coordinated as distraction, propaganda, or confusion, such
as astroturfing, online propaganda, or government-mandated
newspaper articles. Flooding competes with information that
authoritarian governments would like to hide by diluting it
and distracting from it. As with the friction mechanism, while
flooding can be discounted or avoided, flooding requires the
consumer to take time and effort to separate out good informa-
tion from bad information.

I offer a wide range of empirical evidence—from online
experiments to nationally representative surveys, datasets of
millions of geo-located social media posts, and leaked propa-
ganda archives—to show that friction and flooding effectively
divert and distract most people away from censored infor-
mation. Even though a minority of people will pay the costs
to circumvent censorship, friction and flooding are useful to
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governments because they separate those who are willing to
pay the cost of evasion from those who are not, enabling the
government to target repression toward the most influential
media producers while avoiding widespread repressive policies.
I focus my empirical evidence on the citizen production and
consumption of information on the Chinese Internet. China is
a nearly ideal case for testing how each mechanism of censor-
ship affects citizens’ consumption of information and political
behavior because the Chinese government implements a wide
variety of censorship tactics, which function through each of the
three censorship mechanisms. Furthermore, China’s censorship
system has become the model for many authoritarian regimes:
evidence exists that others are trying to emulate it.14 A better
understanding of how the Chinese censorship system works will
allow us to predict the future impacts of information control
across a wide range of authoritarian regimes.

Censorship is difficult to study empirically because it is often
intended to go undetected. Recently, entire subfields in com-
puter science have emerged dedicated to detecting censorship
because governments are not typically forthcoming with their
tactics.15 In this book, I move beyond what is censored to take
up the challenging task of measuring individuals’ reactions to
censorship while they are being subjected to it. Using large
social media datasets, measures of the spread of online informa-
tion, online experiments, and surveys, I answer the questions:
How do individuals react when observing censorship? How
does Internet users’ behavior change when particular pieces of
information are more difficult to access? Are Internet users
who come across distracting online propaganda likely to spread

14 See Diamond (2015, pg. 151), and Soldatov, Andrei and Irna Borogan, “Putin
brings China’s Great Firewall to Russia in cybersecurity pact,” Guardian, November
29, 2016, https://www.theguardian.com/world/2016/nov/29/putin-china-internet-
great-firewall-russia-cybersecurity-pact. As a result, scholars have advocated for
more research on the Chinese censorship system; see Shorey and Howard (2016).

15 For an overview of the challenges measuring censorship see Burnett and
Feamster (2013).
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and share it? The evidence I present shows that although many
people are resistant to censorship when they notice and observe
it, they are very affected by it when they are inconvenienced by
it, do not notice it, or can explain it away.

My findings of how censorship influences individuals may
explain why we see so many regimes using porous censor-
ship strategies even though these methods are easy to thwart.
Although many would see the fact that a minority of capable cit-
izens can route around censorship as detrimental to the regime’s
censorship efforts, I argue that circumventible censorship can
be useful to authoritarian regimes precisely because it has dif-
ferent effects on different segments of the population. Porous
censorship drives a wedge between the elite and the masses.
The savvy members of the elite easily circumvent censorship,
discount propaganda, read blocked information, and enter into
banned social networks. By contrast, friction and flooding prey
on the rest of the public’s short attention spans, busy schedules,
and general lack of interest in politics, nudging them toward
an information environment that is disconnected from their
more well-educated, well-to-do, and politically sophisticated
counterparts. By separating the elite from the masses, the gov-
ernment prevents coordination of the core and the periphery,
known to be an essential component in successful collective
action.16 Although a portion of savvy and politically concerned
citizens may be willing to pay the costs imposed by friction
and flooding, less interested individuals often are not, making
wider discontent among the broader population significantly
less likely and reducing the accountability of political entities.

The strategy of porous censorship allows the government to
avoid widespread use of observable repression, which is well

16 Barberá et al. (2015) show that the periphery is critical to the success of protests,
Steinert-Threlkeld (2017) shows that the periphery can even instigate successful
protests, and Chenoweth and Stephan (2011, pg. 39–40) show that total numbers
and recruitment are a strong predictor of successful protest movements.
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known to spark popular backlash.17 Autocrats face significant
trade-offs when making citizens fearful of speaking out. Highly
constraining forms of censorship that operate through deter-
rence must be observable to their targets; otherwise deterrence
cannot work. As I will show using social media data, surveys,
and online experiments, when censorship is observable, political
entities call attention to the information they would like to
make off-limits. The observation of censorship intended to cre-
ate deterrence can instead create opportunities for push-back,
signal government weakness, and create increased interest in the
off-limits topic. Repression that deters citizens from speaking
out also creates information and surveillance problems for the
government, as governments often rely on input from the media
and population to identify local corruption and on information
in the public sphere to identify new pockets of dissent.18

Incomplete censorship, by contrast, is more easily masked by
political entities, giving the government the cover of plausible
deniability.19 Flooding can front as concerned citizens who are
voluntarily writing pro-government content online or are spon-
taneously gathering in a pro-government parade, and friction
can front as technological errors or algorithmic quirks, which
ordinary citizens may not be aware of or may explain away. If
a link on the Internet redirects to an error page, it is difficult to
tell whether the page is down or the government has blocked it.
If a book is missing from a library shelf, is it lost, not ordered,
or removed by the government? If a social media post does

17 Dickson (2016, pg. 7).
18 Egorov, Guriev and Sonin (2009); Liebman (2005); Lorentzen (2014); Shirk

(2011, pg. 19); Stockmann (2012, pg. 140); Qin, Strömberg and Wu (2017).
19 Stockmann (2012) makes a similar argument about the traditional media

in China, arguing that the commercialization of the media provides cover for
government propaganda. The concept of plausible deniability has also been used
widely in the literature on repression, for example, Conrad and Moore (2010,
pg. 461) argue that plausible deniability of torture allows the state to shift the
blame.
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not appear in a news feed, is it because the algorithm predicts
you might not be interested in it, or because of government
manipulation?20 Because information is widespread and has
many substitutes, small impediments to reading information
and even silly distractions can significantly affect users’ con-
sumption of political information.

The strategy of porous censorship does, however, have an
Achilles’ heel. Although for most citizens most of the time,
small impediments to accessing information and government-
encouraged distractions can divert them to more benign infor-
mation, there are cases when the typical citizen will take the
time to seek out restricted information and evade censorship. I
show that in periods of crisis, such as the 2015 Tianjin explosion,
citizens are more likely to spend time seeking out methods of
accessing restricted information. Similarly, when censorship is
imposed suddenly and disrupts habits, such as the case of the
Instagram block during the 2014 Hong Kong protests, citizens
are more likely to find ways to continue consuming information
and entertainment to which they are accustomed.21 Thus, the
strategy of porous censorship can be counterproductive and
dangerous to the regime when it uses this censorship too de-
cisively during times it needs censorship most. If information
were to disrupt the Chinese political system, it would be during
a period when the majority of people were willing to pay the
price imposed by censorship to collectively inform themselves.

1.3 IMPLICATIONS AND CHALLENGES TO
CONVENTIONALWISDOM

The findings I present in this book challenge many conven-
tional notions of censorship and have implications for research

20 See Knockel, Ruan and Crete-Nishihata (2017) for an example of how censor-
ship is used surreptitiously in the Chinese social media platformWeChat.

21 Hobbs and Roberts (2016).
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in digital politics, the politics of repression, and political
communication.

Censorship Is More Than Fear

First, this book speaks to the strategies that modern autoc-
racies use to prevent large-scale dissent. Many scholars have
puzzled over the resilience of some authoritarian regimes.22
Some argue that the resilience of autocracies is due in part to
successful repression; that autocrats have survived by forcefully
extinguishing opposition groups.23 Others have maintained that
autocrats are successful in part by creating institutions that are
better able to share power with the opposition and respond
to citizens’ concerns.24 Still others have credited authoritarian
resilience to brainwashing or enforced symbolism, through cult-
like nationalism, religion, or ideology.25

In this book I demonstrate that autocrats have methods
outside of direct repression, accommodation, or brainwashing
to maintain power, even in the modern era. Autocrats have a
large toolbox available to them to nudge citizens away from ac-
tivist circles, dangerous information, and focal points that could
facilitate coordination.26 These methods are not forceful, do not
accommodate, and are often not meant to directly persuade.
Instead, they create small inconveniences that reroute users

22 Nathan (2003); Anderson (2006); Gilley (2003).
23 Davenport (2007, pg. 7) describes the “Law of Coercive Responsiveness,” that

autocrats respond to opposition movements with force. Brownlee (2007, pg. 33)
argues that autocrats have been able to repress opposition groups to consolidate
power.

24 Wintrobe (1990, pg. 851) and Wintrobe (1998) stresses the patronage and
public services dictators can provide as a substitute for repression. Dickson (2016);
He and Warren (2011); and Lorentzen (2013) elaborate on how the Chinese
government creates channels to respond to citizens’ concerns. Magaloni (2008);
Bueno De Mesquita et al. (2003); and Boix and Svolik (2013) describe how dictators
create power-sharing institutions to prevent overthrow by other elite.

25 See Wedeen (1999).
26 Note that this is the same “nudge” logic with a darker take as that used in the

behavioral economics literature; see Thaler and Sunstein (2009).
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to information and social networks that are more palatable to
the regime, decreasing the mobilization capacity for opposition,
often without citizens being aware of it. Although less forceful
than repression or brainwashing, these methods are surprisingly
effective in changing the behavior of the vast majority of citizens
who are too busy to engage deeply in politics.

Censorship Is Customized

Second, this book speaks to a long-standing question of whether
and how governments can control social media in the infor-
mation age. Many scholars believed that the Internet, which
expanded the number of citizens involved in public discourse,
would force governments to become more accountable to citi-
zens because of the speed with which large numbers of citizens
could participate in everyday public debate.27 Yet the failure
of the Internet to create the expected accountability in some
authoritarian regimes led other scholars to argue that this new
technology in fact played into the hands of the autocrats.28 Some
of these writers hypothesized that the Internet had not reached
its political potential because of extreme self-censorship and
fear.29 Others discerned that the Internet created opportunities
for authorities to use sophisticated hidden technologies that
could manipulate citizens without their consent or being aware
of it.30

The findings in this book cut a middle path between these
arguments by showing that Internet censorship has very dif-
ferent impacts on different types of individuals, which allows

27 Ferdinand (2000, pg. 5), Lynch (2011), Bellin (2012, pg. 138), Diamond (2010,
pg. 70).

28 Morozov (2011), MacKinnon (2012), Kalathil and Boas (2010), Rød and
Weidmann (2015), Steele and Stein (2002).

29 Kalathil and Boas (2010, pg. 26), Wacker (2003, pg. 88).
30 MacKinnon (2012, pg. 6), Morozov (2011, pg. 97).
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governments to use these differential effects strategically to
maximize censorship’s impact while minimizing its costs. The
findings in this book suggest that the low probability of the
government following through on punishment for millions of
Internet users who engage daily in off-limits discussion has
diminished the government’s ability to enforce self-censorship
on those engaged in public discourse. Self-censorship, by itself,
does not “purify” the Internet in many authoritarian regimes
as some have suggested, and online criticism of autocrats is
commonplace.31 For the majority of citizens, this book provides
evidence that political entities have a wide range of effective
tools available to them to interfere with the Internet without
citizens being aware of it or motivated enough to circumvent
it.32 However, these tools work not because they are sophis-
ticated enough to prevent access to information, but precisely
because they have holes: they can affect the majority of the pub-
lic’s information-seeking behavior simply by inconveniencing
them, without interfering so much to cause widespread public
backlash. Small costs of access, not draconian punishments
or sophisticated manipulation, can have huge effects on the
behavior of the majority.

Because censorship affects different segments of the pop-
ulation differently, its impact is more than simply hidden
manipulation and instead is a story of customized repression.
The fact that the majority are affected by diversion and distrac-
tions allows regimes the flexibility to selectively target punish-
ment for speech toward journalists, activists, and other high-
profile elites. Because friction and flooding are not effective for
highly capable and motivated individuals, autocrats use targeted

31 Zhang, Yuxin, “China: Self-Censorship Displaces Western Threats,”Diplomat,
March 3, 2015. http://thediplomat.com/2015/03/china-self-censorship-displaces-
western-threats/.

32 This finding provides support for some of the arguments inMacKinnon (2012)
and Morozov (2011).
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fear to contain the spread of information at elite levels.33 Just as
the Internet has enabled more micro-targeting of information
and advertising toward particular individuals, the evidence I
present suggests that censorship as well is becoming increasingly
customized to individual behavior and capabilities.

Despite the cunning of the Chinese censorship system,
I highlight the ways in which the censorship system can be un-
dermined in particular periods. I show that the regime is more
constrained in making censorship porous during crises when
individuals are motivated to seek out information. The more
that citizens are willing to overcome friction, the less able the
government is to use censorship methods other than fear. This
puts the government in a difficult situation, as direct repression
will frequently cause backlash. Although the government will try
to ramp up all forms of censorship during periods of crisis, these
are also the periods that are most likely to force government
accountability and concessions.

More Media Does Not Always Lead to Better Information

I caution against a rosy economic model of information where
more producers of information will always lead to better infor-
mation outcomes. Some scholars have posited that as the num-
ber of producers of information and media outlets increases,
the government’s influence over the media will decrease because
governments will have a more difficult time forcing media to
keep silent.34 One implication is that the digital age, where there
are many more producers of information, will lead to a less
biased news media.35

33 This finding is more in line with arguments made in studies that emphasize the
impact of fear in controlling the spread of information. Kalathil and Boas (2010);
Wacker (2003).

34 See Besley and Prat (2006, pg. 4), Gentzkow, Glaeser and Goldin (2006,
pg. 189).

35 Edmond (2013, pg. 1441).
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However, these models only consider coercion of media and
media capture as methods of censorship and do not consider
the impacts that governments have on the distribution of in-
formation. The results in this book show that even if media
that contains better information exists, if government can create
frictions on the distribution of information through censorship,
then this media will not reach most of the public.36 Govern-
ments that have direct control over information distribution
can use friction to de-prioritize media that they find to be
objectionable. Even if articles on the Internet contain good
information, if they are buried in a search engine by government
censorship, very few people will access it.

Moreover, even if governments do not directly control the
distribution of information, they can use the fact that anyone
can enter into the Internet discourse to flood the information
environment with their own version of events. By hiring paid
commentators or distributing online propaganda, governments
can crowd out information that they find objectionable, under-
mine the credibility of competing media, and distract citizens
from events that reflect badly on them. Counterintuitively, the
ability for anyone to produce media can result in the production
of less reliable information because some governments and
entities will have incentives and resources to produce and spread
unreliable information en masse.

A Broader Definition of Censorship Has
Implications for Democracies

Last, because this book is about censorship that does not always
function through fear, it has broader implications for censorship
outside of authoritarian systems. Democracies generally have

36 Edmond (2013, pg. 1442) allows for the possibility that governments can invest
in “large-scale fixed investments for information control” online that may allow
them to control the Internet despite the decentralized nature of the Internet.
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laws that prevent them from directly repressing free speech—
they cannot use fear-based methods of censorship. However,
democratic governments have vast powers to affect the costs
of access to information by producing legislation that regulates
information such as the availability of data, the transparency
of the government, and the functioning of the Internet. The
findings in this book suggest that even small impediments to
access imposed by any regime can have significant political ef-
fects, and therefore that manipulation of information in democ-
racies can also have a widespread impact on the public’s political
knowledge.

As I will discuss in the conclusion, recent events in democ-
racies highlight the importance of a broader definition of cen-
sorship. Evidence that taxes on the accessibility of information
can have large political impacts37 suggests that society should
be concerned with the extent that a few Internet companies and
Internet service providers have primary control over the speed
and convenience with which information can be accessed. If
too few individuals, companies, or politicians wield significant
power to make certain political information easy to access while
making other information more difficult (for example through
fast lanes on the Internet or reordering search results) in an
effort to advance their own interests, this could have political
impacts in democracies similar to the impacts of search filtering
and firewalls in autocracies. Similarly, as traditional media have
been decimated by competition from the Internet, small costs
of access to data imposed by federal or local government may
have an impact on content reported to the public in the tradi-
tional press. The broader definition of censorship I provide in
this book emphasizes the importance of institutionalizing and

37 Byrnes, Nanette, “How the Bot-y Politic Influenced This Election,” November
8, 2016. Available at: MIT Technology Review https://www.technologyreview.com/
s/602817/how-the-bot-y-politic-influenced-this-election/. Epstein and Robertson
(2015), Bond et al. (2012).
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facilitating government transparency and competition between
information distributors as well as producers in democracies so
that what information is provided, at what speed and when,
to the press and public is not completely the result of political
motivations and strategy.

Citizens in democracies recently have been shown to be
susceptible to flooding as well. Distractions and misinformation
spread online by cheap Internet commentators or automated
bots increase the burden on the public to separate the signal
from the noise, and many confuse good and bad information.38
Denial of service attacks that flood the websites of media, In-
ternet companies, nongovernmental organizations, and govern-
ment with toomuch traffic so that they become unavailable have
the power to silence information channels selectively.39 As soon
as these strategies are used for political purposes, they become
political censorship. Although much censorship research has
focused on the Internet in autocracies, more research needs to
be done to study how censorship extends to democratic envi-
ronments on the Internet as these undoubtedly have important
political impacts.

1.4 THE PLAN OF THE BOOK

I proceed by offering a theory of the strategic interplay
between government censorship and citizens’ consumption and
production of information. First, I describe the incentives of
the government—why it would choose to censor and the costs
it might incur from censorship. Next, I develop a model of
how both citizens and the media interact with information.

38 Nyhan and Reifler (2010), Ratkiewicz et al. (2011, pg. 301–302).
39 Woolf, Nicky, “DoS attack that disrupted internet was largest of its kind

in history, experts say,” Guardian, October 26, 2016. Available at: https://www.
theguardian.com/technology/2016/oct/26/ddos-attack-dyn-mirai-botnet.
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Using this model, I elucidate the three main ways in which cen-
sorship can influence the media and the public—fear, friction,
and flooding. I then provide examples of each of these mech-
anisms in various communication media, and describe when
each will have more or less impact on the spread of information.
Fear, which is censorship based on deterrence, is by nature very
constraining but must be observable in order to have an impact.
Fear has to be credible in order to create deterrence; otherwise, it
may instead draw attention to authoritarian weakness or create
backlash. Therefore, it is discreetly targeted toward the most
capable and motivated individuals. Friction, which imposes
small taxes on information access, and flooding, which creates
distractions, by contrast, do not need to be obviously driven by
political entities to have an impact on information consumption
and dissemination. Friction and flooding are more porous but
less observable to the public than censorship using fear, and
therefore are more effective with an impatient or uninterested
public.

Chapter 3 provides an overview of the modern history of
censorship in China and outlines the institutional structure and
methods of censorship in China today. It describes how the
Chinese censorship system has evolved from a model that was
designed to micromanage every citizen’s consumption and pro-
duction of information to one that relies on porous censorship.
It provides an overview of the main methods by which the
Chinese government censors the Internet and the bureaucratic
system that implements this censorship. Practically, it describes
why China provides a good empirical test for the impact of
porous censorship.

Chapter 4 explores how citizens react when they observe cen-
sorship online in China. Althoughmany scholars have suggested
that fear and self-censorship are the main forms of control
of the Chinese Internet, I show that typical Internet users do
not act afraid after experiencing online censorship and instead
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are angered by observing it. Using a matched pair study of
users who forward the same social media post, but where one
experiences censorship and the other does not, I study how
experience with censorship affects the writings of Internet users.
I find that, all else being equal, those who have experienced
censorship persist in writing about the censored topic and are
more likely to complain about censorship, even as they become
increasingly targeted with censorship. I then survey Internet
users about how they would feel if they experienced censorship.
I find that Internet users, particularly those who report having
experienced censorship, are much more likely to report being
unfazed or angry about censorship than fearful or worried.
Last, using online experiments, I randomly assign users in a
lab experiment to come across a censored webpage. I find that
the observation of censorship creates more, not less, interest in
the censored topic and also decreases support for government
censorship policies. I explore how the Chinese government,
likely aware that experience with censorship can undermine its
reputation, adopts a two-pronged censorship strategy targeting
high-profile users with fear-based censorship while attempting
to make online censorship efforts less observable to the public.

Chapter 5 demonstrates that small, less observable frictions
on information have a powerful influence on the online behavior
of Chinese citizens. First, I analyze the spread of information
about 120 self-immolation events in Tibet through social media
in China. I find that the best predictor of the number of social
media posts that accompany a self-immolation event is whether
the event occurs on the weekend, when the censors are slower to
censor, suggesting that the speed of censorship has important
implications for the spread of information in China. Next,
I estimate the effect of the Great Firewall on the behavior
of citizens in China. Using surveys and direct measures of
those evading censorship through data from the social media
platform Twitter, I find that those who evade the Firewall are
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technologically savvy, well-educated, high-income Internet
users in China who have high levels of political efficacy. I
find that the Firewall pulls this political elite away from their
potential followers. I show that newly blocked websites have pre-
cipitous declines in usage directly following their block, showing
how small impediments to access have an immediate impact on
traffic from typical Chinese users. But I find that friction has
an Achilles’ heel, and is more commonly circumvented during
crises and moments of sudden implementation.40

In chapter 6, I demonstrate that flooding in both online
and traditional news media in China coordinates messages to
distract the public from sensitive events. Using plagiarism detec-
tion software and leaked archives from the Chinese government
to identify instances of flooding both online and in traditional
news media, I show that the government uses propaganda to
distract with coverage of the mundane details of Party meetings
or with encouraging quotes and positive thoughts directed at
the public.41 Using estimates of search results for reposting of
propaganda articles around the web, I show that for the most
part this strategy is effective—highly coordinated propaganda
used by the Chinese government is more likely than articles that
are less coordinated to be re-shared in both the domestic and
international social media spheres.

Chapter 7 concludes with a discussion of the implications
of my findings for politics in both democracies and autocracies
as information technology and social media become more cen-
tral components of political communication. I lay out specific
directions for future research in the area of censorship and
discuss censorship’s potential for long-term political impacts on
domestic and international politics.

40 This draws on work with William Hobbs; see Hobbs and Roberts (2016).
41 This draws on work with Brandon Stewart, Jennifer Pan, and Gary King; see

Roberts and Stewart (2016); King, Pan and Roberts (2017).
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A Theory of Censorship

2.1 WHY DO GOVERNMENTS CENSOR?

Just as political entities have incentives to promote particu-
lar types of information to their constituents,1 they also have
reasons to control, slow down, or prevent citizens from con-
suming other types of information. Governments are entrusted
by the public to carry out particular responsibilities—to act in
the public’s interest, or at least in accordance with a selection
of the public’s demands.2 Information is dangerous to political
entities as they require support from at least some part of the
citizenry, and information that reveals that they are not fulfilling
their role can negatively affect their survival. In democracies,
negative information can result in fewer votes, fewer political
contributions, or even the forced resignation of politicians.3 In
autocracies, information can persuade citizens to discontinue
their support for the regime, undermine regime policies in
everyday life, or persuade citizens to go out and protest.4 For
political parties and interest groups, damaging information can

1 Mayhew (1974) and Bernays (1923) describe how political parties and corpo-
rations advertise to their constituents and consumers.

2 Even in autocracies, leaders have to work in some of the public’s interest.
Shirk (1993, pg. 107) describes how constituent preferences are aggregated in
authoritarian regimes; Bueno De Mesquita et al. (2003, pg. 8) develops the idea of
the selectorate within autocracies.

3 Enikolopov, Petrova and Zhuravskaya (2011).
4 Much of the literature on collective action explores this. For example, Tilly

(1978, pg. 8) talks about the importance of beliefs in mobilization; O’Brien and Li
(2006, pg. 38–39) explore how perceptions and information about state policy can
generate rightful resistance in rural China.
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galvanize citizens to discontinue political and financial contri-
butions to a particular cause.5

Outside of accountability, information can also be dangerous
to political entities insofar as information can act as a tool to
facilitate coordination and protests that can threaten political
entities’ survival. At the most basic level, information can facil-
itate the logistics of collective action by communicating where
and when protests will take place.6 Information can also indicate
shared discontent among citizens that may embolden individu-
als to take action against the regime.7 Because large-scale protest
can threaten a regime’s survival, slowing the spread of these
“signals of discontent” and logistical planning of protests can
prevent or slow large-scale unrest.

In their ideal world, political entities would like no one to
know dangerous political information that could reveal their
lack of accountability to the public, decrease their political
support or financial standing, or facilitate collective action to
overthrow them. Conveniently, they have many tools to slow
the spread of information. First, political entities often know
more about their own performance than the public does.8 They
can selectively reveal or hide information to avoid accountability
for their own financial and political gain.9 Second, governments
and other similarly powerful organizations have significant
power over the infrastructure of the flow of information—from
telecommunications to laws that govern speech—which allows

5 Friedman (1999, pg. 24) describes how the media and information affects
consumer boycott success; Popkin (1994, pg. 27) shows how information and the
media influences how voters think about elections and the government.

6 Little (2016) argues that information can hold autocrats accountable either
by spreading negative information or by facilitating collective action. Enikolopov,
Makarin and Petrova (2016) show that social media primarily played a coordination
role in protests in Russia. See also González-Bailón et al. (2011).

7 Lohmann (1994, pg. 42), Kuran (1989, pg. 42), Chwe (2001, pg. 7), Lewis (2008,
pg. 52).

8 Stiglitz (2002, pg. 461).
9 Rose-Ackerman (1978).
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them to control what and how information is shared between
citizens. By changing laws, infrastructure, or incentives for
media, governments can wield influence over the information
that the public consumes, taking pre-emptive action against
dissent.10

However, even though governments have interest in and
power over constraining speech, there are costs associated with
reducing transparency and implementing censorship. These
trade-offs between the benefits and costs of repression and
censorship are often referred to as “the dictator’s dilemma.”11
One form of the dictator’s dilemma is when the government
would like to enforce constraints on public speech but repres-
sion could backfire against the government.12 If the population
indeed wants to hold an authority accountable, then the obser-
vation of censorship itself may be enough to undermine the
political entity. Censorship could be seen as a signal that the
political entity has something to hide and is not in fact acting
as an agent for citizens. This could incentivize citizens to seek
out information that the authority is trying to conceal. Francisco
(2005), among others, has found that consistent repression can
backfire against the regime by creating a more violent opposi-
tion or signaling opportunities for discontent.13

Another form of the “dictator’s dilemma” is that even if the
dictator would like to censor, by censoring the autocrat hasmore
difficulty collecting precious information about the public’s
view of the government. Fear of punishment scares the public
into silence and this creates long-term information collection
problems for governments, which have interests in identifying
and solving problems of governance that could undermine their

10 Ritter and Conrad (2016, pg. 85), Guriev and Treisman (2015, pg. 6).
11 See Wintrobe (1998, pg. 20), Francisco (2005); in China see Dickson (2016).
12 Francisco (2005, pg. 58–59).
13 For other work on backfire against repression, see Lichbach (1987), O’Brien

and Deng (2015).
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legitimacy. As Wintrobe (1998, pg. 20) puts it, dictators cannot
know “whether the population genuinely worships them or
worships them because they command such worship.” Political
entities in general, and autocracies in particular, have few meth-
ods to gather information about how citizens feel about their
performance.14 Significantly contracting the horizontal flow of
information between citizens may harm the vertical flow of
information from citizens to the government, potentially
obscuring fixable political problems and preventing the gov-
ernment from addressing them before they become too sig-
nificant to overcome.15 Greater transparency facilitates central
government monitoring of local officials, ensuring that local-
ities are carrying out central directives and not mistreating
citizens.16Allowing citizens to express grievances online also
allows governments to predict and prevent the organization
of protests.17 If citizens and officials are too scared to report
problems, the government may face unexpected widespread
public dissatisfaction that could lead to revolution.18

What should perhaps be considered a third “dictator’s
dilemma” is that censorship can have economic consequences
that are costly for authoritarian governments that retain
legitimacy from economic growth. Communications technolo-
gies facilitate markets, create greater efficiencies, lead to inno-
vation, and attract foreign direct investment.19 Censorship is
expensive—government enforcement or oversight of the media
can be a drag on firms and requires government infrastructure.
For example, governments that require social media companies
to hire censors impose extra burdens on the development of

14 Charron and Lapuente (2011, pg. 399); Egorov, Guriev and Sonin (2009);
Liebman (2005); Lorentzen (2014); Stockmann (2012, pg. 140).

15 Lorentzen (2015).
16 Shirk (2011, pg. 19).
17 Distelhorst and Hou (2017).
18 Kuran (1997, Chapter 4); Chen and Xu (2017b).
19 Shirk (2011, pg. 1), Choi (2003).
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these firms.20 Economic stagnation and crises can contribute
to the instability of governments.21 Censorship can exacerbate
crises by slowing the spread of information that protects cit-
izens.22 When censorship contributes to crises and economic
stagnation, it can have disastrous long-term political costs for
governments.

This book focuses on the ways in which governments balance
the overwhelming incentive to keep certain information away
from the public against these significant costs of suppressing
information. Although the strategies that governments use to
suppress information vary by time period and target, I find
that increasingly in a digital age political entities balance these
competing incentives by making information they would rather
the public not know more difficult to find without creating
direct punishments for spreading or accessing it. By “taxing”
particular types of information while still allowing access to
this information, authorities slow information’s spread while
avoiding many of the costs of repression. I provide evidence
of this by showing that small costs of access to information
are enough to prevent the majority of people who are not very
interested in politics from accessing it. Even though these forms

20 The American Chamber of Commerce’s recent survey of U.S. firms operating
in China shows that 71% of firms report that censorship hurts their business.
“2016 China Business Climate Survey Report.” The American Chamber of Com-
merce in the People’s Republic of China (2016). https://www.amchamchina.org/
policy-advocacy/business-climate-survey/2016-business-climate-survey. Domestic
firms are hurt by censorship also. See Tate, Ryan, “Costs of Censorship Haunt ‘Chi-
nese Twitter’ IPO,” Wired, April 17, 2014. https://www.wired.com/2014/04/weibo-
ipo-cost-of-oppression/ and Beech, Hannah, “China’s Great Firewall is Harming
Innovation, Scholars Say,” Time, June 2, 2016. http://time.com/4354665/china-
great-firewall-innovation-online-censorship/.

21 O’Donnell (1973); Gasiorowski (1995).
22 Alexievich (2006, pg. 211–212); see also “Information Control and Self-

Censorship in the PRC and the Spread of SARS,” Congressional-Executive Commis-
sion on China White Paper, https://www.cecc.gov/publications/issue-papers
/ information-control-and-self-censorship-in-the-prc-and-the-spread-of-sars.
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of censorship are porous and sometimes are not even considered
to be censorship, they can prevent political authorities from
being held accountable and, because they do not seem repres-
sive, are also less likely to create a backlash. These techniques
enable governments to selectively target their most powerful,
repressive tools of censorship toward influential individuals and
media, rather than typical citizens, and create the perception of
free flow of information while still retaining effective control.

In order to understand how censorship affects the spread of
information and the strategic interaction between citizens, the
media, and the government, we first have to describe the incen-
tives and costs citizens and media encounter when consuming
and sharing information. In this chapter, I review our current
understanding of how typical citizens consume information
and propose a framework for thinking about how the media,
individuals, and political groups collect, synthesize, and spread
information. Then, I present a working definition of censor-
ship. Based on how information is shared and what censorship
is, I describe three mechanisms—fear, friction, and flooding—
through which censorship impedes expression of and access to
information and the strategic interaction between citizens and
governments in the context of each mechanism. Throughout
this discussion, I explain how these mechanisms are strategically
used by governments tomaximize the impact while reducing the
costs of censorship.

2.2 CITIZENS ARE RATIONALLY IGNORANT

In order to understand how censorship works to influence
the spread of information and the accountability of politi-
cal entities, we must first have a basic model of how people
consume information. By describing how individuals go about
deciding what information to consume, we can then pinpoint
how censorship methods will influence the likelihood that they
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read, watch, or listen to a given piece of information. Through
decades of research, political scientists have already laid
the empirical and theoretical groundwork for understanding
citizens’ consumption of information in both democratic
and autocratic environments. I draw on their expertise here to
provide a basic framework of when and why citizens consume
political information and draw out how this might vary across
contexts.

The public’s basic problem is they have far more information
than they could possibly consume in the time that they have—
they are overwhelmed with available information and have only
limited attention to focus on particular pieces of information.23
How do consumers of information make the decision of what
articles to read and what programs to watch from what sources,
if they do not have time to consume everything? Citizens rely
on the expected costs and benefits of the information to make
this decision.24 Downs (1957) describes useful information as
that which aids citizens in consumption, production, or political
participation. For example, information is useful if people can
use it to make decisions about what car to buy, how to do their
jobs better, or who will best represent them. Information in
these cases is more likely to be useful the more likely it is to be
true, and therefore citizens consume information from sources
they trust and from sources that they believe share their views.

Consumers also benefit from the entertainment value of
information.25 They enjoy sharing and hearing information
from friends in social situations or in gossip. Those who look for
information that they enjoy might select sources that focus on
the drama of the events.26 By the same logic, consumers avoid or
resist information that creates cognitive dissonance, or conflicts

23 Sniderman, Tetlock and Brody (1991); Conover and Feldman (1984); Popkin
(1994); Hamilton (2004).

24 Lupia and McCubbins (1998, pg. 25–26), Hamilton (2004, pg. 8).
25 Downs (1957, pg. 214–216).
26 Prior (2005, pg. 577), Baum (2002, pg. 91).
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with their long-held beliefs or experiences.27 Such information
makes consumers uncomfortable, and therefore they derive less
benefit from consuming it than information that accords with
their current beliefs.

Even though they would like to consume information that
benefits them, consumers have difficulty evaluating what infor-
mation is useful or entertaining. In the best case, information
is an experience good, where citizens know the value of infor-
mation only after they consume it.28 For example, a person can
verify that a telephone number on a website indeed reached
their representative or can verify that consuming a piece of
information was entertaining after reading it, but cannot tell
before. But in many cases, information is worse—a credence
good—where even after consuming information, citizens do not
know its veracity.29 For example, after reading a rumor about
a politician we may still not know whether the information is
true. Therefore, people often decide to consume information
if they receive signals that it may be important or if it is from
sources that they trust. If everyone is talking about an article or
news program, a citizen might be more likely to read or watch
it. The placement of a news article within a publication or the
decision of a news organization to include a story may signal
to a citizen that the story is valuable. Citizens therefore rely
extensively on the media and on political elites to set the agenda
for the information that they consume and to provide themwith
trustworthy information.30

27 See Festinger (1957, pg. 30) on cognitive dissonance and avoidance of infor-
mation; see Nyhan and Reifler (2010, pg. 307) on the potential for corrections to
backfire and increase misperceptions.

28 Hamilton (2004, pg. 9).
29 See Darby and Karni (1973, pg. 68–69) for a discussion of credence qualities of

goods.
30 McCombs and Shaw (1972); Zaller (1992, pg. 48) discusses how accessibility

of information influences public opinion; Iyengar (1990, pg. 4) discusses how
accessibility is influenced by the media.
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Consumers of information are likely to seek out informa-
tion if its benefits outweigh its costs of access. Consumers of
information are influenced by the monetary cost of information
and the amount of time they have to spend consuming it. Some
information is almost inescapable, such as information blared
on a megaphone or billboards on the street; this information
is difficult for citizens to avoid consuming, regardless of its
benefits. However, for information that takes energy to seek
out and consume, changes in the cost of information influence
consumption. The amount a consumer is willing to pay in terms
of time and money depends on the benefits they can expect to
get from the information. A trading company might be willing
to pay for a subscription to a high-cost periodical about markets,
whereas an individual trading small amounts of money in the
stock market may not. A person affected by an oil spill may
check out a library book or spend time searching on the Internet
about the potential health consequences, whereas a citizen far
away from the spill may not.

Some citizens naturally benefit more from spending time in-
forming themselves than others. What communication scholars
have called the “political elite”—a small subsection of people
who are well educated, are interested in politics, and have polit-
ical connections—spend more time thinking about and inform-
ing themselves about politics because doing so is consistent with
their own self-interest.31 However, even these individuals who
may have monetary interest in or impact on politics because of
their jobs, connections, or investments are not able to read all
information and have to select information to read. Although
they might spend more time overall consuming information,
elites are also affected by the expected benefits and costs of

31 Zaller (1992, pg. 6) defines the political elite as those who “devote themselves
full time to some aspect of politics or political affairs”; Converse (1964) shows that
elites think about and interact with political information differently than the mass
public.
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information and consume information with a higher expected
benefit and lower expected cost.

Outside of the elite, most people have very few substantial
incentives to be informed about politics.32 Since citizens have a
low probability of being pivotal in political situations like voting
or protest, the utility of being informed to make better decisions
on how to participate is also low. Citizens are for the most part
rationally ignorant and spend little time investing in informa-
tion about politics because doing so is unlikely to benefit them.
In general, scholars have found that typical consumers of in-
formation are very poorly informed and consume little political
information.33 Zaller (1992, pg. 18) describes consumption of
political information as having a low mean with a high variance.
At best, typical citizens are motivated to be informed about the
happenings inside their own society so that when information
appears that pertains to their well-being,34 they can react in
a way that maximizes their utility. Whether because of too
little time, belief that they have little control over their political
situation, or distractions from entertainment, there is sub-
stantial evidence that most citizens in even developed democ-
racies are not at all informed about their political situation
and have very little intention to spend the effort to inform
themselves.35

In autocracies, scholars have speculated that citizens spend
even less time consuming political information because
they have few opportunities to participate outside of state-
organized political organizations, few incentives to seek alter-
native viewpoints, and reasons to avoid cognitive and moral

32 Hamilton (2004, pg. 11).
33 Downs (1957, pg. 259), Angus et al. (1960, pg. 180–181), Converse (1964,

pg. 34), Graber (1988, pg. 105).
34 RePass (1971, pg. 391), Krosnick (1990, pg. 66–67)
35 See also Delli Carpini and Keeter (1996, pg. 62–105), Caplan (2007, pg. 94–

113), Lewis-Beck (2008, pg. 161–180).
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dissonance.36 Those living in autocratic environments also
typically are exposed to fewer alternative viewpoints.37 When
citizens in autocracies are exposed to political information, there
is substantial evidence that they are likely to accept the views
expressed in the mainstream media.38 Even if they do not agree
with the information, if citizens feel that they cannot publicly
oppose the government, many will seek out information that
confirms the government viewpoint to avoid hearing negative
information about politics that are difficult to change. Of course,
there may be periods when citizens are more likely to seek
out political information. Evidence suggests that when there is
greater uncertainty about the political situation, such as during
crises or government transition, citizens in autocracies are more
likely to seek out information and may be more affected by
media.39

Using this evidence, the theory in this book is based on a
model that citizens, both in democracies and to a greater extent
in autocracies, are typically willing to pay only small costs to
inform themselves of their political situation. For the most part,
citizens consume information that is easy to access, confirms
their beliefs, and is from sources that they have reasons to trust.
Citizens have a highly elastic demand for political information:
small increases in the cost of political information will strongly
decrease the probability that a citizen consumes it. Citizens
will spend time and money searching for and understanding
political information only if they receive signals that knowing

36 See Festinger (1957, pg. 30) for a discussion of cognitive dissonance; relatedly
Frey (1986) discusses selective exposure to information. Kuran (1998, pg. 158–161)
discusses how moral dissonance can lead to rationalization.

37 Stockmann (2012, pg. 41) finds that Chinese people seek information that is
consistent with their beliefs. Stockmann (2012, Chapter 8) finds that Chinese citizens
will select Chinese newspapers to read that they find more reputable, but will not
invest substantial time in seeking out Western sources that are less readily available.

38 Geddes and Zaller (1989, pg. 327–341).
39 This comes from the theory of media dependency—that crises force citizens to

rely on mass media, see; Ball-Rokeach and DeFleur (1976); Loveless (2008).
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that information will be immediately pertinent to their own
lives, if they happen upon it as a by-product of information
they are consuming for other reasons,40 or when they are in a
crisis situation that creates incentives to gather and search to
information.

2.3 TRADITIONALMEDIA CARE ABOUT
STORY COSTS

If citizens rely on low-cost information from sources that they
trust, undoubtedly the traditional media plays a large role in
what citizens consume. But how do free and commercialized
media decide what to cover, when they are not politically
constrained?41 There are infinitely many possible stories the
media could cover on any given day. How do the media decide
what information to collect, present, and write up for their
readers?

Like citizens, the media face a cost-benefit trade-off in the
stories that they cover. The financial benefit to the media from
reporting on a story is based primarily on how many readers
they can attract to their publication. The more subscriptions,
clicks, or views a media outlet receives, the more money it
can receive from advertisers.42 As such, traditional media will
typically create stories that pander to a particular group of
tastes or a particular type of person.43 Among their target

40 For example, their own entertainment; see Baum (2003).
41 Although the media is not free in many countries around the world, in this

section I focus on the media’s incentives when it is free and commercialized and
turn to government constraints on the media later in the chapter.

42 Hamilton (2011, pg. 277–288) outlines five incentives of media—advertising,
subscription, persuasion, nonprofit, and expression. Here we consider the first two,
though later in the chapter the other three are discussed.

43 Mullainathan and Shleifer (2005); Gentzkow and Shapiro (2006) describe how
audience preferences affect the content of news.
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audience, media stories will direct content to their marginal
consumer, rather than necessarily their loyal base, in order to
attract the greatest numbers of people. Commercialized media
will also be particularly interested in attracting consumers that
advertisers would like to target, those who are easily swayed by
advertisements or who purchase goods for their households.44

Because citizens’ trust will be important in attracting an
audience to news stories, the media will be very concerned
with their own credibility. A media outlet that is seen as pro-
viding false information or missing important stories in its
purview will be less frequented than one that is thought to
be more reliable.45 Traditional media, therefore, would like
to develop a track record for stories that the public, and in
particular the marginal consumer, believes are important and of
interest.

However, media face the same trade-offs consumers do
in that there are costs associated with writing stories. Some
stories, particularly those that involve investigation, may
involve months of document review, travel, and interviews.
Other stories could involve very low costs, such as reporting
what a politician stated in a press release, the outcome of a
baseball game, or even reprinting a story another media outlet

44 See Hamilton (2004) for a detailed discussion of media bias that arises from
the market. Of course, the media may also be motivated by what they see as their
journalistic contribution or their philanthropic contribution, even if the mass public
may not be most interested in these types of stories; see Zaller (1999); Hamilton
(2011). High-quality stories that challenge the status quo might win awards or
improve the journalist’s reputation in the eyes of other journalist professionals.
Though even with journalists’ personal preferences for impact, successful journalists
also must attract large audiences, and therefore to a certain extent journalists are
subject to mass preferences and cannot solely follow their own definition of impact;
see Zaller (1999).

45 Whereas untrustworthy sources are avoided by much of the public, “objective”
reporting is not always valued by the marginal consumer and will not always be in
the interest of the news outlet, as consumers may value a particular perspective. An
outlet’s slant can provide branding that distinguishes one news outlet from another;
see Hamilton (2004, Chapter 2).



December 18, 2017 Time: 04:56pm Chapter2.tex

34 • CHAPTER TWO

produced. If these two types of stories are of equal interest to
the audience, the media outlet will typically report the low-cost
story rather than that with high fixed costs because the expected
net benefit of low-cost stories is larger.46

At times, the costs and benefits of a story will be uncertain,
which will affect the probability that the media will pursue it.
The media might easily assess their audiences’ interest in the
outcome of, say, a baseball game, but journalists cannot always
tell immediately which stories will be useful to spend time and
money investigating before the information has actually been
extracted and analyzed. Investigative journalism, like research,
has many dead ends and is a “precarious profession.”47 Media
must rely on signals of importance and projected costs to know
what stories to pursue. If information is too difficult to access,
an investigative story will not be successful no matter how
potentially interesting it is. Risk-averse media will be more
likely to pursue stories that have a higher certainty of success.
To reduce costs, the media frequently rely on data collection and
analysis by third parties, such as the government. In these cases,
a story’s success will depend on the degree of transparency of
these parties. Data availability will affect the media’s costs of
production of a story and eventually citizens’ cost of access to
the story.48

2.4 CITIZENS EXCHANGE LOW-COST
INFORMATION THROUGH SOCIAL MEDIA

Increasingly, as information has become more accessible to the
public directly through the Internet and the traditional media

46 For more discussion of how marginal costs influence the content of reporting,
see Hamilton (2011), Petrova (2012), Besley and Prat (2006), Gentzkow, Glaeser and
Goldin (2006).

47 Mollenhoff (1981, pg. 4).
48 Hamilton (2005, Chapter 2).
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have lost resources from online competition, information has
bypassed the media completely, and information can flow
directly between individuals. Social media may present
unfolding events and accounts of individuals, such as real-time
accounts of earthquakes or protests, directly to the public,
without the filter of the traditional media.49 Sometimes those
who are more interested in politics or more informed than
the average individual will take it upon themselves to gather
information directly, synthesize stories, and distribute them
to the public through social media, even though they are not
members of the traditional media. Other times, the wider public
themselves share information and accounts with one another
without aggregation or filter.50 In these cases, information
and stories become known and widely shared without passing
through the media.

However, despite the power of social media to share direct
accounts of events, most information shared on social media
is still stories produced by the traditional media, and therefore
traditional media continue to have a powerful influence over
what consumers read and share, even in an online environ-
ment.51 The information that passes directly between individu-
als is also more likely to be low cost and most accessible, such as
opinion or entertainment, because the public has relatively little
time and few tools to gather and synthesize information.52 As a
result, it sometimes can be lower-quality information—or even
false information—since the public is not invested in its own
credibility or reputation, like the media.53 Even so, this pathway
for information to bypass the media cannot be discounted and

49 Shirky (2008).
50 Tufekci and Wilson (2012).
51 Mitchell et al., “The Modern News Consumer,” Pew Research, http://www.

journalism.org/2016/07/07/pathways-to-news/.
52 Carpenter (2008, pg. 539).
53 See Del Vicario et al. (2016) for a discussion of the spread of online misinfor-

mation.
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All Possible Stories

Media

Public
Social
Media

Figure 2.1: Pyramid that represents the collection and distribution of
information.

is dangerous for authoritarian governments.54 Whereas before
information could be controlled simply by controlling the
media, with social media such control is much less straightfor-
ward.

Figure 2.1 presents a diagram that summarizes the collection
and distribution of information in a pyramid. The bottom
of the pyramid represents all potential stories, information
disaggregated in data, events, individuals, and documents that
could be synthesized, analyzed, and presented to the public.
The bottom level of the pyramid is too large for any one
person to consume given a limited attention span. The second
tier of the pyramid represents the stories the media synthesize
for the public. Which stories filter from the bottom to the
second tier will depend on how costly they are for the media
to synthesize and how lucrative the media expect them to be
for their business model. The top of the pyramid are the stories

54 Tufekci and Wilson (2012).
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that are consumed by the public, a subset of those synthesized
by the media. Each level of the pyramid is a subset of the level
before, filtered by the public’s demand for information, their
trust in the media sources that present the stories, and the cost
of access to information. Social media, which are represented
in the diagram by an arrow from the bottom and middle tiers
to the top tier of the pyramid, allow events to be presented
without the filter of the media and provide another avenue
for stories already produced by the media to be shared among
individuals.

2.5 WHAT IS CENSORSHIP?

For the reasons discussed before, political groups may have an
interest in affecting the flow of information between levels of
the pyramid. Formally, I define censorship as the restriction
of the public expression of or public access to information by
authority when the information is thought to have the capacity
to undermine the authority by making it accountable to the
public.55 Central to this definition are the actions that could be
restricted by censorship. In this book, I consider two types of
actions that are restricted by censorship: expression of informa-
tion and access to information.56

Expression refers to the ability of a person or the media to
share information unimpeded in the public sphere, whether
through writing or public speech. People may be restricted from
expressing themselves because they are prohibited by the law,
or they are fearful to do so because they have been intimidated.
They may also have had the tools of expression withheld from

55 The skeleton of this definition is from Lasswell (1930).
56 These actions come from the freedoms discussed in Ingram (2000, Chapter 1),

which includes another form that we don’t consider here: freedom of communica-
tion. I consider freedom of communication as subsumed by freedom of access and
expression.
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them; for example, they may not have access to the Internet
or may purposely have been kept illiterate.57 Infringements on
media and individual expression can occur at any level of the
information pyramid. Those with primary information may
be unable to express their views in interviews to the media,
preventing the flow of information from the bottom to the
middle level. Or citizens and the media may be unable to print
or share an already prepared story, preventing information from
spreading from the middle to the top level of the pyramid.

Expression is different than access to information, which is
the ability to consume information. Barriers imposed on access
to information also can occur at any level of the pyramid. The
media may be restricted from accessing certain types of data
or particular people for interviews. Authorities may prevent the
media and individuals from accessing data or analyses that they
have collected and generated. Books may have been written,
but may be difficult to access if they are banned from libraries
or schools. Websites may exist, but they may be blocked by
firewalls or removed from the indices of search engines.

Freedom of access to information is often as treated
secondary to freedom of expression;58 however, this is like
arguing that the chicken is more important than the egg: access
is necessary for expression, since the expression of information
often relies on it first being accessed or collected. Similarly,
expression is necessary for access—it is difficult to access
unexpressed information. The two are inextricably linked, and
both constrain the movement of information up the pyramid.
However, as I will explain later, barriers to access are often less
observable than restrictions on expression, and therefore can be
more easily used by political entities when direct repression is
too costly.

57 Milner (2006); Weidmann et al. (2016).
58 Ingram (2000, Chapter 1).
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2.5.1 How Is Information Restricted?

Now that we have specified what is restricted, what do we mean
by restriction itself? Unlike popular illustrations of censorship,
like a journalist with tape over their mouth or a TV producer
with a hand over the red button on live television, restriction
does not need to be complete to be considered censorship.
Restriction is imposing any type of cost on expression or access
to information, be it large or small, as long as this restriction
is conducted purposefully to decrease the accountability of the
authority. Much of censorship is incomplete or porous. Censor-
ship also does not necessarily have to involve laws or punish-
ment. One of the most-cited examples of censorship in China is
the Great Firewall, which is by no means complete censorship
as it can easily be circumvented by a Virtual Private Network
(VPN).59 However, the costs of doing so are not insignificant, as
finding a VPN takes time and often costs money. Censorship lies
on a continuum of costliness; and, as I will demonstrate later,
even small restrictions on freedom of access and expression
can have significant impacts on the spread of information and
may sometimes be more effective than more repressive forms
of censorship because they are less likely to draw attention to
government censorship efforts.

2.5.2 Who Is “Authority”?

Although the main focus of this book is on censorship
conducted by governments, the government is not the only
political entity that can censor. Most of the literature on
censorship has referred to the government as the primary

59 Using a VPN is not penalized in China at the time of writing; however,
there has been some discussion of making them illegal; see “Chongqing regulations
may penalize VPN users,” Global Times, March 28, 2017. http://www.globaltimes
.cn/content/1040014.shtml.
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perpetrator, primarily because the government is often the
entity with the most power to control freedom of expression
and freedom of access to information and is the primary agent
accountable to the public. By shaping laws, the government
can make particular types of expression illegal, and because the
government often has control of telecommunications
infrastructure and government data, it can easily influence
the costs of access to information. Facing elections or political
opponents, governments purport to represent their constituents
and rely on public opinion for the maintenance of their own
power, and therefore have strong incentives to manipulate the
spread of information.

However, there are other political entities that the public
wishes to hold accountable and that have power over the costs
of expression of and access to information. Many organized
groups have sufficient resources to collect or discourage the
collection of information.60 For example, bureaucracies are
often the primary source of data on their own performance, and,
unless legally mandated, they sometimes opt not to collect this
information, collect it in a way that obscures their performance,
or simply make it unavailable to the public.61 Interest groups,
with a political objective and the money that underlies it, can
effectively manipulate information. These groups collect data
on the topic that they are concerned about and make this data
either easily available or difficult to access for reporters, citizens,
and the media. They can commission studies that often turn
out to support their cause. These groups may have the power
to lobby the government to ban particular types of research or
publication of information.62

60 Typically groups that have solved the “collective action problem,” as in Olson
(2009).

61 Gormley and Balla (2013, Chapter 1).
62 For more discussion of interest groups and censorship, see Petrova (2012),

Sobbrio (2011), Alston, Libecap and Mueller (2010).
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Companies can influence access to information and are at
times held accountable to the public. In many cases, keeping
information secret is imperative to the functioning of a com-
pany, be it for property rights protection or protection of the
company’s business plan from competitors. However, there are
aspects of company activity where they are accountable to the
public, for example, in the realm of product safety or environ-
mental and labor regulation. Companies are also increasingly
handling local public services, being hired to carry out foreign
military operations, or taking on the role of government.63 To
the extent that companies nominally acting in the interest of
the public conceal information in order to reduce their account-
ability to the public, their activity would be classified, under this
definition, as censorship.64

2.6 THEMECHANISMS OF CENSORSHIP

I now turn to how government censorship affects which stories
come to the attention of the media and the public. Instead of
enumerating the many different ways in which governments
censor across different media and technologies, I create a typol-
ogy of censorship restrictions based on the mechanism through
which censorship slows the flow of information.65 The technol-
ogy used to censor and the information medium that is targeted
by censorship both change over time. However, the ways in
which authorities limit the freedom of expression and access to
information by changing the incentives of individuals and the

63 Calland (2007), Avant (2005, pg. 60).
64 See Soley (2002) for a more complete exploration of corporate censorship.

Crabtree, Fariss, and Kern (2015) explore private censorship in Russia. Lam (2017)
explores private censorship in Hong Kong.

65 For an overview of online censorship technologies, see Deibert et al. (2008),
Deibert et al. (2010), and Deibert et al. (2011), Freedom House’s “Freedom the Net”
project provide reports of censorship across time and countries.
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media are general to all of these technologies, time periods, and
media. By defining censorship by its mechanism, we understand
it in its most general sense and can more easily understand its
new incarnations in the future.

Each of the mechanisms of censorship I lay out below influ-
ences the cost-benefit calculation for the media and citizens to
express or access information and therefore filters information
between the levels of the pyramid. However, these mechanisms
have different levels of observability to the public and thus
vary in their probability of creating political backlash, economic
costs, or information-gathering problems for the authority. By
analyzing how each mechanism affects its target and the costs
it has for its implementer, I elucidate the strategic interactions
among governments, citizens, and the media.

The first way that censorship operates—fear—affects the flow
of information by deterring the media or individuals from
distributing, analyzing, collecting, or consuming certain types
of information. Fear creates the awareness of consequences
of facilitating the flow of information. It makes expression or
access to information more costly because of its punitive con-
sequences. It is explicitly consequential, but very observable,
and therefore has a greater potential to backfire and create
information-gathering problems for the authority.

Friction, the second type of censorship, acts like a tax on
information by directly increasing the costs of distribution of
and access to information, diverting the media and individu-
als away from censored information. If information is simply
more costly to collect, analyze, or distribute, even if there are
no punitive costs of accessing or distributing that informa-
tion, individuals and the media will be less likely to come
across it or distribute it. Individuals may not even be aware
that the information is purposely made costly to access. Sim-
ply by becoming frustrated accessing it or by being entirely
unaware that it can be accessed, the public will be less likely
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to pay attention to it. Friction is not explicitly consequential
and is often less observable than fear and therefore is less
likely to create direct backlash among citizens. However, fric-
tion is often more porous than fear and can be circumvented,
particularly during periods of crisis or heightened political
awareness.

Flooding, the last type of censorship, vastly decreases the
costs of particular information in order to increase the relative
costs of competing information. Flooding can influence the
media by presenting them with cheap, prepackaged, easy-to-
publish information. Or it can influence the public, which has
too much information to consume in too little time, pushing
particular types of information to the top of the pyramid in
order to de-emphasize others. Flooding creates distractions that
require individuals to spend more energy to sift through the
available information. Flooding is even less observable than
friction because it affects the costs of information indirectly.
As a result, it has the least potential for backlash from citizens
because even if citizens realize a particular piece of information
is being promoted by the government, theymay not be sure what
it is meant to compete with or obscure. However, flooding is the
most porous form of censorship as it does not interfere directly
with the information it competes with.

Fear, friction, and flooding are exhaustive categories of
censorship in that they can be used to describe all forms of
censorship, but they are not necessarily mutually exclusive.
Censorship can act through two or more mechanisms simul-
taneously. For example, the government putting an activist in
jail could create both friction for journalists hoping to write
about stories for which the activist is a source and fear that the
government is serious about cracking down on stories related
to those that the activist has knowledge about. Similarly, the
removal of a genre of book from the library will create both
friction for citizens at the library and flooding if the books are
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replaced by others that provide a distraction or interest citizens
in political propaganda.

For the remainder of this chapter, I will discuss each of
these mechanisms of information manipulation in turn. Using
examples from different countries, a variety of political entities,
and across time periods, I will develop an intuition of how each
mechanism differs from the others and its various incarnations
across time and space, including the current age of the Internet.
I explain when and where these different mechanisms will be
more or less successful at stopping the spread of information,
suggesting when authorities will decide to use them for the
purpose of censorship.

2.7 FEAR

Raif Badawi, a Saudi Arabian blogger, was arrested on June
17, 2012. Saudi police accused him of insulting Islam through
the Internet, and of apostasy, or the abandonment of Islam.
Badawi’s primary crime was that he had created the website
Liberal Saudi Network, which questioned aspects of Islam and
sought freer discussion of politics in Saudi Arabia. On May
7, 2014, Badawi was sentenced to ten years in prison and one
thousand lashes. On January 9, 2015, the first fifty lashes were
administered, and they were scheduled to be repeated every
Friday for twenty weeks.66 Badawi was not new to this type of
treatment by the Saudi regime. In 2008, he had been questioned
for apostasy and subsequently released.67

Badawi’s arrest and sentence is only one of many examples of
the first way in which censorship operates: fear.Whereas Badawi

66 “Saudi blogger Badawi ‘flogged for Islam insult’,” BBC, January 9, 2015.
http://www.bbc.com/news/world-middle-east-30744693.

67 “Saudi Arabia: Website Editor Facing Death Penalty,” Human Rights
Watch, December 22, 2012. https://www.hrw.org/news/2012/12/22/saudi-arabia-
website-editor-facing-death-penalty.
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was not deterred from writing, as others in his situation might
have been, the punitive action and public floggings that resulted
from his writing have one purpose—to illustrate the punishment
that accompanies particular types of speech and deter others
who may be considering similar types of activities. Censor-
ship through fear functions by dissuasion—by prohibiting the
expression of or access to information and articulating its
punishment so that citizens are discouraged from doing so.
Censorship through fear is based fundamentally on the aware-
ness of the punishment that can be expected if the collection,
production, or consumption of particular types of information
is carried out.

2.7.1 Legal Deterrence

Perhaps the most observable way fear is produced is through
censorship laws. Governments create laws that prohibit particu-
lar types of expression or consumption of information and then
publicize these laws so that citizens and the media are aware of
the punishment that will befall them if they commit the crimes
associated with the laws. Many authoritarian governments have
laws that prevent public speech on particular topics; for exam-
ple, Saudi Arabia outlaws insulting Islam through the Internet.
Russia recently outlawed spreading false information on the
Internet and requires the author to prove the information’s
veracity rather than the government to disprove it.68 Similarly,
Iran has Internet censorship laws that prohibit information
that is “immoral” or endangers national security.69 The Chinese

68 Stone, Jeff, “Russian Internet Censorship, Social Media Crackdown
Makes It Easy for Putin to Stay Popular,” International Business Times,
August 6, 2014, http://www.ibtimes.com/russian-internet-censorship-social-media-
crackdown-make-it-easy-putin-stay-popular-1651078.

69 Fassihi, Farnaz, “Iran’s Censors Tighten Grip,” Wall Street Journal,
March 16, 2012, http://www.wsj.com/articles/SB100014240527023037173045772
79381130395906.
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government has a Law on Guarding State Secrets, which pre-
vents the publication or spread of any “state secrets,” the defi-
nition of which is sufficiently vague to cover the discussion of
many different types of information.70 In totalitarian societies,
like North Korea, fear controls the lives of individuals who must
be extremely careful not to even insinuate political narratives
outside of the government line.71

Journalists and other traditional producers of media are
subject to laws that could cost them their jobs or lead to
their arrest. Reporters Without Borders estimates that 826
journalists around the world were formally arrested in 2013.72
Governments can control media organizations and journalists
by requiring them to obtain licenses or press cards or by
controlling personnel appointments directly. Academics can
be dismissed from their jobs when they interfere too much
with politics,73 and countries can reject visas of international
journalists and academics who do not follow publication guide-
lines.74 Governments may anticipate periods when elites and
media might cause trouble, arresting them in anticipation of
their speaking out.75

70 “1989 Law on Guarding State Secrets” Congressional-Executive Commission
on China, http://www.cecc.gov/resources/legal-provisions/1989-law-on-guarding
-state-secrets-chinese-and-english-text; Xu, Beina, and Eleanor Albert “Media
Censorship in China,” Council on Foreign Relations, February 17, 2017, http://www
.cfr.org/china/media-censorship-china/p11515.

71 See Demick (2010, pg. 51–56) for an example derived from interviews with
North Korean defectors.

72 “71 Journalists Were Killed in 2013,” Reporters Without Borders, January 25,
2016, https://rsf.org/en/news/71-journalists-were-killed-2013.

73 Buckley, Chris, “Outspoken Chinese Professor Says He Was Dismissed,”
New York Times, October 19, 2013, http://www.nytimes.com/2013/10/20/world/asia
/xia-yeliang-an-outspoken-chinese-professor-says-he-has-been-dismissed.html?
_r=0.

74 “Spiked in China? A ChinaFile Conversation,” China File, November 12, 2013,
http://www.chinafile.com/conversation/spiked-china.

75 Truex (2016).
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Even in democracies, expression is limited by laws that
threaten punishment. Defamation laws exist in most coun-
tries, though they vary considerably in the extent to which
they are used. South Korea has recently come under criticism
for using criminal defamation laws to target journalists. In
November 2014, then President Park Geun-hye of South Korea
filed a criminal lawsuit against six journalists for reporting on
a leaked government document.76 Special interests, too, have
been successful in a variety of democracies in advocating for
lawmakers to pass laws that limit expression on particular issues.
In a handful of states in the United States, agriculture lobbies
have passed anti-whistleblower bills, often referred to as “ag-
gag” bills, that make documenting anything inside an animal
facility with the purpose to commit defamation illegal.77 Other
recent examples of criminal defamation laws in democracies
include those in Indonesia, where social media users and jour-
nalists have spent time in jail for alleging political corruption or
questioning the existence of God.78

2.7.2 Intimidation

Fear not only originates in legal deterrence, or the threat of state
punitive action, but can also take the form of extra-legal intimi-
dation or threats, where government actors or other authorities
can dissuade citizens or journalists from consuming, expressing,

76 Haggard and You (2015); “South Korea: Stop Using Criminal Defamation
Laws,” Human Rights Watch, December 14, 2014, http://www.hrw.org/news
/2014/12/14/south-korea-stop-using-criminal-defamation-laws.

77 Oppel, Richard, “Taping of Farm Cruelty is Becoming the Crime,”
The New York Times, April 6, 2013, http://www.nytimes.com/2013/04/07/us/taping
-of-farm-cruelty-is-becoming-the-crime.html.

78 Cochrane, Joe, “Defamation Law Reminds Critics of Indonesia’s Past,”
New York Times, September 22, 2014, http://www.nytimes.com/2014/09/23/world
/asia/23indonesia.html.
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or collecting particular types of information. These types of
threats are less observable to the public than censorship laws,
which are often explicitly laid out in government documents and
publicly enforced. Intimidation can bemore specifically targeted
toward particular people or entities, often toward public figures,
journalists, and academics who could potentially influence the
opinions of large groups of people.

In China, local government officials are known to intimidate
journalists and social media users who, while typically operating
within the law, sometimes uncover and print information that
reflects badly on of local officials. Although at times the central
government actively encourages investigative journalism, local
officials find investigative work particularly threatening because
it brings their failings to the attention of their central gov-
ernment bosses.79 As such, local government officials employ
intimidation tactics, extra-legally assaulting or kidnapping jour-
nalists who try to expose local corruption, land grabs, or local
riots.80

In many semi-authoritarian countries, democratic institu-
tions do not allow censorship to be explicitly codified into law,
and therefore government officials often take it upon themselves
to deter activists and journalists from reporting on particular
issues. Mikhail Beketov, a Russian journalist, advocated for the
resignation of the government in the Russian city Khimki. His
car was blown up and his dog beaten to death shortly after his
story was published. Continuing to write, Beketov was beaten by
thugs so badly in 2008 that he was confined to a wheelchair and

79 Tong (2011, pg. 49–79).
80 “14 Police Suspended After Beating Up Journalists,” Global Times,

January 27, 2015, http://english.sina.com/china/2015/0126/777177.html; Iritani,
Evelyn, “Beating Death of Journalist Spurs Inquiry,” Los Angeles Times,
January 25, 2007, http://articles.latimes.com/2007/jan/25/world/fg-chideath25.
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died from his injuries in 2013. An investigation of the beating
was suspended “for lack of evidence”.81

Reporters Without Borders estimates that in 2013, 71 jour-
nalists were killed, 87 kidnapped, and 2,160 threatened or
physically attacked.82 Along with countries that are notorious
for threatening journalists, such as Syria, democracies such
as Mexico and Brazil have significant numbers of missing or
murdered journalists, as well as countries that have seen large
protest events, like Turkey and the Ukraine. In India, eight
journalists were killed in 2013, and more were threatened by
police. In short, even in countries where censorship laws may
not exist, intimidation still can be a tool for inducing fear-based
self-censorship.

2.7.3 Reward

Fear tactics can come with carrots, not just sticks. A government
may facilitate the promotion of a journalist who refuses to say
negative things about the government or may pay off a media
outlet for keeping particular information secret. An employer
may promote employees who do not speak out on particular
political positions. In this book, I will consider such rewards a
form of fear because the implied opposite of reward is sanction.
If failing to criticize the government as a journalist means
you will be promoted, the implication is that you will not be
promoted if you criticize the government. Like threats, rewards
must be observable to work—citizens must know there is a
payoff to be incentivized to limit their speech. In this case, the
fear is in failing to receive the reward.

81 Barry, Ellen, “Journalist in Russia, Badly Beaten in 2008, Dies,” New York
Times, April 8, 2013, http://www.nytimes.com/2013/04/09/world/europe/mikhail-
beketov-russian-journalist-beaten-in-2008-dies.html?_r=0.

82 “71 Journalists Were Killed in 2013,” Reporters Without Borders, January 25,
2016, https://rsf.org/en/news/71-journalists-were-killed-2013.
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2.7.4 When Does Fear Affect Access and Expression?

In order for fear-based methods of censorship to deter the
production and consumption of information and affect the flow
of information up the pyramid, citizens and the media must
(1) be aware of the consequences of consuming or produc-
ing information, and (2) believe that these consequences will
be administered. The threat or law in conjunction with the
probability of punishment must also be significant enough to
outweigh the expected benefit of the production, dissemination,
or consumption of information.

Although it may seem obvious that for deterrence to work
one has to know about a threat, this point is central to
understanding the differences among the three censorship
mechanisms. The requirement that citizens be aware of a threat
of punishment means that governments must either target
individuals whom they would like to deter—which can be
time consuming and costly—or alert the public at large about
the threat by making laws or “examples” well known to the
public. That fear works by making punishment observable dis-
tinguishes it from friction and flooding, which can affect citizens
without their being aware of government interference.

Second, it must be credible that the threat will be enforced.
Enforcement of laws and the carrying out of threats is expensive,
and it may not always be optimal for authorities to enforce.83
Citizens may try to evaluate the willingness of the authority
to follow through with punishment by evaluating how costly
the information is to the authority. The more the authority’s
survival is threatened by the information, the more the media
and citizens might be concerned that it will be worthwhile to
the authority to punish those who spread it. Therefore, citizens
may think that punishment might be more likely the more
damaging the information they intend to spread is. If others,

83 See Becker (1968) for a discussion of the economics of crime enforcement.
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who they believe are in many ways similar to themselves, have
been punished for similar crimes, citizens may believe that they
also are susceptible to punishment.

Citizens and the media may also try to determine whether
the authority has the capacity to punish, or what the costs to the
authority are for punishment. First, authorities have direct costs
of punishing. For example, if many citizens and journalists in the
country are violating the censorship law, the state’s capacity to
punish everyone violating the law is less than in a society where
only one person has violated it. Citizens and the media may feel
more comfortable speaking out if many others are doing so.

Authorities may also pay external costs for punishments that
citizens and the media will take into account when evaluating
their capacity to punish. In the case of the blogger Raif Badawi
in Saudi Arabia, the government incurred international costs
from outragedWestern governments in terms of diplomacy and
international press coverage.84 Some types of censorship may
not be politically viable internally, and could cause outrage and
public backlash. Threats of punishment for dissemination of
information will be less credible when the costs of censorship
are higher for the political authority.

In other cases, it might be clear that authorities will incur
costs if they do not punish citizens and the media for violating
censorship laws. In these cases, authorities’ censorship laws
are more credible. For example, in countries where substantial
consensus exists over censorship laws, such as child pornog-
raphy laws in the United States or religious blasphemy laws
in religiously devout countries, the government would face
public outcry if enforcement were lax. In other cases, where the
government has promised extensive enforcement of censorship

84 Black, Ian, “Global Outrage at Saudi Arabia as Jailed Blogger Receives Public
Flogging,” The Guardian, January 11, 2015, https://www.theguardian.com/world/
2015/jan/11/flogging-global-outrage-saudi-arabia-silent.
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laws, failing to follow through on enforcement could hurt its
future credibility and reputation.

If the threat is credible, fear-basedmethods can have an enor-
mous impact. If fear-based methods can intimidate all people
who know a piece of information, they can effectively keep
information secret and reduce trust and coordination among
citizens.85 Ambiguity of fear-based approaches can silence third
parties who are not even on the radar of the government, simply
because these third parties do not know whether they could be
targeted or what would happen to them if they were.86

However, governments face many trade-offs when imple-
menting fear-based methods of censorship. Restricting speech
may make it more difficult for governments to understand
the opinions of the public, which has in the past led to the
surprise demise of regimes.87 Speech can reveal corruption of
local officials or bureaucrats, which can be beneficial to central
leaders and the effective functioning of governments.88 Limita-
tions on freedom of speech can also limit scientific discussion
or the spread of information about disasters, which can have
damaging consequences for the economy and for the safety of
the population.

Further, when the threat is not credible, fear tactics are
dangerous methods of censorship for governments. Because
awareness of the threat is necessary for its efficacy, the paradox
of fear-based censorship is that these methods create awareness
of censorship. Because information is an experience or credence
good, citizens assess whether or not to consume it based on
signals of its importance. Therefore, by articulating which types

85 Friedrich and Brzezinski (1965, pg. 169–170); Young (2016) shows evidence of
how fear can impact the probability of dissent in Zimbabwe. Pearce and Kendzior
(2012) estimate the impact of fear in Azerbaijan.

86 Stern and Hassid (2012), Bahry and Silver (1987, pg. 1068).
87 Kuran (1989).
88 Tong (2011, Chapter 1), Tong and Sparks (2009), Lorentzen (2013); Liebman

(2005).
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of information are off-limits, governments bring attention to
the issues that could undermine them, a phenomenon pop-
ularly known as the “Streisand effect” for Barbra Streisand,
who sued the California Coastal Records Project for posting
pictures online of her coastal mansion.89 Instead of protecting
her privacy, her suit drew more attention to the photos, which
were widely circulated online after news spread that she was
suing the project.

Censorship may act as a signal to citizens or the media that
the information is important and in this way might motivate
them to go looking for or write more about the censored topic
than they would have had they not experienced intimidation.
Just as Kepler was assured that having his book banned would
only “make it read more attentively”90 and as books that are
censored in China sometimes receive more attention than those
that are uncensored,91 prohibited material where punishment
is not credible might be more interesting to producers and
consumers of media because it signals importance. Fear may
alert citizens to subject matter of importance, which may make
them more aware of the issue subsequently.92

The government may also pay a reputational cost of censor-
ship if the censorship law itself is unpopular. If the individual
believes that the law or threat is unjust or that censorship signals
weakness, then support for the authority may decrease among
the censored. This could particularly be true if censorship itself
signals that the political authority is not secure enough to

89 “What is the Streisand Effect?” Economist, April 16, 2013, http://
www.economist.com/blogs/economist-explains/2013/04/economist-explains-what-
streisand-effect.

90 Eisenstein (1983, pg. 254).
91 Wong, Chun Han, and Olivia Geng, “Book Ban Rumors Boost

Authors in China,” Wall Street Journal, October 13, 2014, http://blogs.wsj.
com/chinarealtime/2014/10/13/rumors-of-book-ban-boosts-authors-in-china/.

92 A general model for this reaction is explained in Marcus, Neuman and
MacKuen (2000), where emotions like fear alert citizens of something new and
important, inspiring them to gather more information about the subject.
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withstand the spread of sensitive information. Since authorities
will often target those who disagree with them in the first place,
signaling such weakness with threats that are not credible could
be very dangerous, since it essentially alerts the enemy to the
authority’s lack of capacity.

2.7.5 The Internet Has Made Fear-Based Censorship More
Costly for Governments

The costs to governments of fear-based methods of censorship
are more severe in the information age, as there has been an
increase in the number of producers of information in the public
domain.93 Whereas before, authorities only had to target the
traditional media to influence what information became widely
known to the public, because social media has introduced the
possibility that the public find and broadcast stories without
the traditional media, fear would need to be credibly targeted
toward the widespread public to be similarly effective. The more
people writing critiques of the government online, the more
costly it becomes to punish them all, in terms of both the phys-
ical and reputational costs of repression. Credibly threatening
punishment for millions of online users who are simultaneously
sharing information with one another is—even by the most
sophisticated censors’ accounts—currently impossible.94

93 See Mossberger, Tolbert, and McNeal (2007) and Conroy, Feezell, and
Guerrero (2012) for a description of how the Internet has influenced political
participation.

94 December 9,
2015. Available at: http://news.china.com/domestic/945/20151209/20903585.
html. Note that as surveillance technology improves, the crediblility of fear-based
methods of censorship may increase. Yet, the other costs of censorship, including
backlash, information gathering, and economic costs will still impact censorship
decisions.
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The “Streisand effect” is also exaggerated in the age of
information. Overwhelmed with information on the web, the
challenge of the consumer in the information age is knowing
what to read. Awareness of censorship without credible threats
of punishment signals which topics might be more interesting
to seek out and write about. Whereas a person may not find
information about a particular corrupt official if they simply
type in “corruption” in a search engine, if they realize they
have been censored talking about a particular official, then they
will know that this information is somehow important to the
government. If these writers are not deterred by government
threats, they may be incentivized to continue searching and
possibly continue writing on the topic, backfiring against fear-
induced methods of censorship.

Moreover, the Internet is a more useful conduit of informa-
tion for governments when individuals are not fearful about
speaking out. Social media does not only provide a forum for
individuals to speak to each other, it also serves as a way for
authoritarian regimes to monitor public opinion.95 If indi-
viduals are fearful of expressing themselves online, the value
of online information for understanding citizen concerns is
lessened.

Authorities take into account the credibility of their threats
to citizens, their reputation, the possibility for backfire, and
censorship’s effects on the government’s future access to infor-
mation about the population when deciding the circumstances
under which they should use fear-based methods of censorship.
If censorship laws are very popular, rarely violated, and quickly
enforced, fear-based methods of censorship will be credible and
will have their intended effect. But when censorship laws are
unpopular and threats of punishment target large numbers of

95 Lorentzen (2015); Meng, Pan and Yang (2014); Chen, Pan and Xu (2015); Chen
and Xu (2017a).
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people who are already violating censorship laws, the threat of
enforcement is less credible and instead reminds the population
of unpopular policies. In these cases, authorities may focus
on targeting fear-based censorship toward those who are most
likely to find and synthesize damaging information: the political
elite and the media.

2.8 FRICTION

On January 12, 2010, Google publicly alleged that it had
been hacked by Chinese sources. In response, it threatened to
stop obeying laws required of foreign businesses operating in
China to censor particular content from its search engine. The
resulting conflict between Google and the Chinese government
came to a head in March 2010, when Google began redirecting
its mainland users to google.com.hk, Google’s unfiltered Hong
Kong search site.96

Reacting to Google’s refusal to filter content, the Chinese
government began blocking the unfiltered Hong Kong site. In
addition, throughout mainland China, the government throt-
tled access to Google services, allowing access to Gmail and
Google’s social media site Google Plus for only about 75 percent
of requests.97 China Unicom announced that it had removed
Google search from its search platform, further restricting its

96 In a talk at Google headquarters, Google founder Sergey Brin claimed that
the motivation behind Google’s actions in China were based on his own experiences
with information control growing up in the Soviet Union. Gustin, Sam, “ Google’s
Sergey Brin Leads Charge Against Chinese Web Censorship,” Daily Finance,
March 24, 2010, http://www.dailyfinance.com/2010/03/24/googles-sergey-brin-
leads-charge-against-chinese-web-censorship/.

97 Millward, Steven, “Google+ Not Actually Blocked in China, Just Being
Slowly Throttled,” Tech in Asia, June 30, 2011. Available at: https://www.techinasia
.com/google-plus-china.
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accessibility for Chinese users.98 Mainland users could access
Google, but doing so required more work and more patience.
For years, traffic to the search giant creeped along slowly, until
Google was finally completely blocked in 2014.99

Google spends millions of dollars a year making search
faster because research has found that faster search means
more users. Google market research shows that slowing search
by one second creates approximately a one percent drop in
search volume. A video stalling can be aggravating enough that
80 percent of Internet users will become frustrated and leave
Google’s YouTube.100 Consistent with this research, whenChina
began slowing Google’s services in China, Google lost a large
portion of the Chinese market. Since 2010, Google’s market
share in China has declined precipitously. In 2010, Google
accounted for over 10 percent of page views among search
engines in China, but its share had dropped to less than 2
percent by 2013.101

Despite its failure to comply with Chinese censorship, Google
was never illegal to Chinese users. Throttling and later blocking
Google with the Great Firewall is a form of friction, which
affects the accessibility of information. Friction does not create
consequences for successful access; there is no downside for
an individual for having accessed that information. Instead, it
taxes information by imposing costs on the process of accessing

98 Hille, Kathrin, and Justine Lau, “China Unicom to Drop Google Search on
Phones Using Android,” Financial Times, March 25, 2010, http://www.ft.com/
cms/s/0/22975096-37b0-11df-88c6-00144feabdc0.html.

99 Levin, Dan, “China Escalating Attack on Google,” New York Times,
June 2, 2014, https://www.nytimes.com/2014/06/03/business/chinas-battle-against-
google-heats-up.html

100 Hoelzle, Urs, “The Google Gospel of Speed,” Google Think Insights, January
2012, http://www.thinkwithgoogle.com/articles/the-google-gospel-of-speed-urs-
hoelzle.html.

101 Millward, Steven, “Baidu down, Qihoo up, Google dead: 2013 was a year of
drama for China’s search engines,” Tech in Asia, January 6, 2014, https://www.
techinasia.com/how-baidu-qihoo-google-performed-in-china-in-2013.
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information—frustrating individuals by requiring more time,
money, or resources, or by simply preventing them from coming
across the information by reducing the probability that it will be
found. Friction can impose small or large taxes on information;
it can impose very small costs in terms of time and money or
can make information very difficult to find. As I show in subse-
quent chapters, for those with little time, patience, or resources,
even small frictions—not to mention costly frictions—can have
significant effects on whether citizens consume particular types
of information or whether the media will collect particular types
of data.

Friction affects access to and expression of information by
making certain facts, data, social media posts, or news articles
difficult to obtain. In doing so, it reduces the likelihood that a
particular viewpoint will be communicated to the public or a
particular fact revealed. Just like sales taxes reduce the number of
products a person can buy on a limited budget, friction imposes
constraints on what can be written within the short period of a
news cycle because the media and citizens have a finite amount
of time to gather and synthesize information.

As such, friction reprioritizes consumption and production
of information by affecting its price. As discussed earlier, both
citizens and the media are affected by the cost of information
when deciding what to read and what stories to undertake.
As I will discuss in more detail later in this section, this is
particularly true in the digital world, where media competition
is fierce and citizens are overwhelmed with the amount of
information they could potentially consume. In this type of
environment, the costs and inconvenience of access will be one
of the most important factors in prioritizing the consumption
and production of information.

Of course, there are certain types of information that by
their nature have lower costs of access than other types of
information. For example, readers are more likely to consume
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news that is printed in their native language. Collecting data
is easier for some types of measurements than others: a day
with severe air pollution is easier to observe than knowing
that your food or water is contaminated with trace amounts
of lead. Even though such “natural” frictions can have large
implications for politics, to the extent that these costs of access
are notmanipulated by an interested party these frictions are not
knowingly orchestrated and thus are not a form of censorship.

However, to the extent that convenience can by manipu-
lated by interested authorities, friction is an important form of
censorship. Costs of access do impose restrictions on public
access and expression of information and have surprisingly
strong effects on the public’s and media’s consumption of infor-
mation. Even though the public is not prohibited from sharing
or accessing information that is affected by friction, the time
and money it takes to do so affects the likelihood that this
information will spread.

Friction is also distinct from fear because it does not have
to be observable to be effective. Like taxes, citizens will be
aware of some frictions; for example, they may run across an
error page that was obviously taken down by the government,
or be told that an online search cannot be run because of
government regulations. However, like value-added taxes of
inputs to a product or sales tax that is priced into a product,
many frictions will be hidden from the public. The citizen will
simply experience more difficulty in accessing or spreading
information, without knowing or understanding that access to
that information is affected by the government.

Friction and fear are not mutually exclusive and can over-
lap. Which mechanism stops or throttles the flow of informa-
tion may also be person-specific. For example, when a person
comes across a webpage that has clearly been removed by the
government, they might experience both friction, because the
information is more difficult to find, and fear, if the removal of



December 18, 2017 Time: 04:56pm Chapter2.tex

60 • CHAPTER TWO

the website is paired with a threat of punishment for continuing
to search for that information. However, another person who is
more oblivious to signals of censorship or less easily frightened
of the government may just experience friction and not fear.

Relatedly, fear-based censorship can create downstream fric-
tion. Fear imposed on the media might make stories about
sensitive topics more difficult to find for the public, even if the
public is not aware of punishment or does not experience fear
themselves. Importantly, however, friction does not require fear
and is often imposed without any fear. Slower Internet, throt-
tled websites, or purposefully uncollected data are all common
examples of friction that do not require fear but still affect the
flow of information. As we will see later in this chapter, friction
is often used as a substitute for fear when fear is too costly for
the authority.

2.8.1 Friction Imposed on Distribution of Information

The most direct form of friction is cost applied to communica-
tion between themedia and the public—between themiddle and
top levels of the information pyramid. These frictions require
individuals to spend extra time or resources consuming or
sharing news, social media, books, or opinion pieces that have
already been written. Costs on the distribution of information
are distinct from frictions between the lower levels of the infor-
mation pyramid in collecting primary data or information that
could then be analyzed and later printed in news, social media,
books, or other forms of media. I will first discuss direct frictions
on the dissemination of information, and in the next section
explore frictions on the initial collection of information.

Perhaps the most infamous type of friction is the Great
Firewall, China’s sophisticated mechanism for blocking foreign
websites that the government finds objectionable, including
eventually Google. For people who are physically in China,
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websites such as Voice of America News (voanews.com), Face-
book (facebook.com), and Twitter (twitter.com) return an error
page instead of the website itself.102

Although the Firewall is technologically sophisticated, it is
relatively easy to circumvent. Users simply have to download
a Virtual Private Network (VPN), which allows them to log
onto a computer outside of China and access the blocked site
indirectly through that computer. Depending on the techno-
logical capabilities of the person, the Firewall is a large friction
or very small friction imposed on foreign information. Simply
knowing that the Firewall exists and can be jumped is a first
step to overcoming the friction imposed by the Firewall, and not
every person in China realizes that the Firewall exists. Even if
a person knows that the Firewall can be jumped, using a VPN
imposes small costs on a user’s paycheck and time. VPNs can
sometimes cost money—typically only a few dollars a month,
but such costs would be prohibitive for many Chinese citizens.
They also are invariably slower than using a computer directly,
with costs of logging in and waiting for two computers to load a
website. Sometimes, too, VPNs are shut down by the Chinese
government; in these cases, users have to spend time finding
an alternative VPN before they can jump the Firewall. As I will
show in later chapters, for the typical consumer uninterested in
politics, these small costs can be sufficient to significantly affect
their behavior.

China is not the only country that filters access to particular
sites—countries all over the world block content from reaching
IP addresses within their borders. Both Saudi Arabia and Iran
have sophisticated blocking systems that filter websites deemed
immoral or with political content the government finds objec-
tionable. Other countries block particular websites; for example,

102 For a list of websites currently blocked by the Great Firewall from China, visit
GreatFire.org.
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Turkey has blocked YouTube and Pakistan has blocked Google’s
platform Blogger.103 Other countries use temporary measures
to block websites, such as denial of service attacks to shut
down websites during particularly sensitive periods or protest
events.104

When authorities do not want to use a Firewall to fil-
ter information, they can impose friction by simply slowing
information transfer to make it more annoying for citizens to
access. Internet blackouts can be strategically timed to prevent
reporting of repression or protests.105 Countries can also throttle
websites, making them slower to load or unreliable. These types
ofmethods are intended to aggravate the user, while not outright
blocking the site. Iran has been known not to black out the
Internet but simply make it slower during periods of unrest.106
The recent debate in the United States about net neutrality
fundamentally concerns the same issues of speed and friction.
Proposals supported by telecom companies would make fast
“lanes” on the Internet for content providers that agreed to pay
more. Essentially, this would make the relative speed of some
information slower than others. For impatient consumers wait-
ing for websites to load, marginally faster websites would gain a
larger audience and therefore more revenue and influence. If the
selection of which content could move through fast lanes were
political, this could act like online political censorship in more
authoritarian environments.

Another example of online friction is search filtering and
keyword blocking, where Internet search engines reorder the
search results or disallow particular searches for political

103 Rosen, Jeffrey, “Google’s Gatekeepers,” New York Times, November 28, 2008,
http://www.nytimes.com/2008/11/30/magazine/30google-t.html.

104 “State Blamed in LiveJournal Attack,” Moscow Times, April 5, 2011, https://
themoscowtimes.com/news/state-blamed-in-livejournal-attack-6116.

105 Gohdes (2015).
106 Aryan, Aryan and Halderman (2013, pg. 5).
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purposes. In China, search engines such as Google and Baidu
were originally required to block particular searches that
include sensitive people or events. Social media sites such as Sina
Weibo were required to do the same when users were searching
for social media posts related to sensitive people or events.
However, recently, Chinese websites have moved past simply
prohibiting some searches and instead search services reorder
search results in a way that obscures the omission of certain
results to the user.107 By burying sensitive webpages in the
depths of the results, these search filtering methods of cen-
sorship create friction for particular types of information, and
users may be completely unaware that this information is being
de-prioritized. Similar concerns have been launched against
U.S. social media companies that control the prioritization of
information to users. While unverified, Google and Facebook
have been accused of prioritizing particular types of news for
users for political purposes.108

While there are many examples of frictions online, friction
is not new or unique to the Internet age. In print publications,
governments also try to de-emphasize certain types of informa-
tion so fewer people come across them.109 In China, government
information agencies often mandate that particular pieces of
news be published on the back pages of the newspaper, or below
the fold, so as to reduce the total number of people who will
come across that piece of information. Leaked directives show

107 Knockel, Ruan and Crete-Nishihata (2017).
108 Bump, Philip, “Did Facebook Bury Conservative News? Ex-staffers Say Yes.”

Washington Post, May 9, 2016, https://www.washingtonpost.com/news/the-fix/wp/
2016 /05 /09 / former-facebook- staff - say - conservative -news -was-buried-raising-
questions-about-its-political-influence/. Shultz, David, “Could Google Influence
the Presidential Election?” Science Magazine, October 25, 2016. http://www.
sciencemag.org/news/2016/10/could-google-influence-presidential-election.

109 See Gang and Bandurski (2011, pg. 56) for how the CCP tries to “grab the
megaphone,” or set the agenda, within traditional media.
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explicit directions for placement within newspapers.110 These
government directives also mandate particular titles that are
intended to be less sensational and attract less attention than
newspapers might print otherwise.

Even authorities without direct access to media infrastruc-
ture, for example companies, politicians, and interest groups,
can use the news cycle to make it more difficult for consumers
to come across bad news. “Bad news Fridays,” as media advisors
in the field frequently refer to it, is when groups announce their
bad news at or after 5:00 PM on Friday, when most journalists
have gone home and most citizens are not paying attention to
the news.111 Because citizens may have stopped paying attention
to news for the weekend, and the story is unlikely to run three
days later on Monday, they are less likely to come across this
negative piece of information.

Controversies over the material within libraries or in text-
books also reflects conflict over friction, as student access to this
public information is nearly costless, whereas outside informa-
tion takes initiative and resources for students to procure. These
controversies are widespread, including controversies over the
portrayal of historical wars,112 the portrayal of race and class,113
or ideology and nationalism,114 and occur in countries around
the world.

110 “Ministry of Truth: Personal Wealth, Income Gap,” China Digital Times,
February 6, 2013, https://chinadigitaltimes.net/2013/02/ministry-of-truth-personal-
wealth-income-gap/.

111 Patell and Wolfson (1982).
112 Fackler, Martin, “U.S. Textbook Skews History, Prime Minister of Japan Says,”

New York Times, January 29, 2015, http://www.nytimes.com/2015/01/30/world/
asia/japans-premier-disputes-us-textbooks-portrayal-of-comfort-women.html.

113 Turner, Cory, “The Great U.S. History Battle,” National Public Radio,
February 24, 2015, http://www.npr.org/sections/ed/2015/02/24/388443955/the-
great-u-s-history-battle.

114 Chen, Te-Ping, “Protest Over ‘Brainwashing’ Schools,” Wall Street Journal,
September 2, 2012, https://blogs.wsj.com/chinarealtime/2012/09/02/thousands-
protest-hong-kongs-moral-and-national-education-push/.
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2.8.2 Friction on the Collection of Primary Information

In the previous section, I described instances of information
friction where access to media or information that had already
been written and collected was throttled or made more costly.
In these cases, friction throttled information traveling to the top
level of the pyramid. In this section, I describe when the data
necessary to write a story, book, or social media post is difficult
to access, or when information is censored at the bottom of the
pyramid. This is a deeper form of friction because it occurs at
the initial stages of story discovery. Like a value-added tax on
an input to a product that shows up in the price of the good,
but is invisible to the consumer, this friction on collection of
primary information can often be more invisible because it is
further removed from the public.

Data collection has a natural cost—certain types of infor-
mation are more difficult to collect than others, even without
political manipulation. For example, it is less costly to go outside
and observe the weather where you are than to collect infor-
mation about the weather in an unoccupied part of Antarctica,
thousands of miles away. It is less time-consuming to conduct
an interview in your native tongue than in a foreign language.
However, these frictions can be exacerbated by authorities (the
government, political parties, interest groups, etc.) who have an
interest in making particular types of information even more
difficult to collect.

In this section, I will outline three different types of friction-
based censorship that apply to the collection of data. First,
authorities can throttle access to information they have already
collected, making the information they collect more difficult
for secondary sources to gain access to. Second, authorities
may simply refrain from collecting particular types of infor-
mation, even information that would be natural for them to
collect. Last, for journalists, academics, or citizens interested
in collecting particular types of data, authorities can throttle
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access to the collection of data, even if they themselves do not
collect it.

2.8.2.1 Friction on Data Access

In the first case, groups and governments can slow access to
information they already have, making it more difficult for
citizens and journalists to collect information necessary to com-
plete an article, social media post, or study on their topic of
interest. In the United States and many democracies, Freedom
of Information Act (FOIA) requests are meant to reduce friction
in citizens’ and the media’s access to information. However,
companies and interest groups lobby for exceptions from FOIA
requests. For example, in 2003, data collected by the Depart-
ment of Transportation about safety defects in cars was made
exempt from FOIA requests obstensibly to prevent one auto
manufacturer from gaining an advantage over another (Gup,
2008, pg. 12). In another example in the United States, the
Tiahrt Amendment, passed in 2003, made private a government
database that traced guns used in crimes back to dealers. Making
this information impossible to access has made lawsuits against
gun dealers and research about gun violence more difficult to
conduct, as other sources of information must be used.115

Even without banning information, government agencies can
make information harder to access under FOIA laws. When a
bureaucracy does not want to release information, it can quote
exorbitant prices for FOIA requests for copying and sending
the information to citizens, the only aspect of a FOIA request a
bureaucracy is allowed to charge for. The ACLU, for example,
has been quoted hundreds of thousands of dollars for access

115 Grimaldi, James V., and Sari Horwitz, “Industry Pressure Hides Gun
Traces, Protects Dealers from Public Scrutiny,” Washington Post, October
24, 2010, http://www.washingtonpost.com/wp-dyn/content/article/2010/10/23/
AR2010102302996.html.
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to police records.116 Journalists have been quoted hundreds of
thousands of dollars for FOIA requests to access information
about FBI contracts with defense companies.117 Such exorbitant
costs have motivated a few states to put caps on the amount that
can be charged for access to information under FOIA laws.

In authoritarian environments, costs of access can be even
more arbitrary. When a public disaster strikes in China, local
government officials are quick to control the sources of infor-
mation, ensuring government officials follow victims’ families
to control their interactions with the press, or placing victims
and their families in a hotel or a place where officials can control
press access.118 Although the Chinese government has become
increasingly transparent in providing data about governance
online, these data are often subject to scrutiny before they
are posted, making it impossible to know their veracity. Local
governments in China are known to collect inaccurate GDP
and environmental data, inflating numbers to make it seem as
if their jurisdictions are growing faster, and with less pollution,
than they are in actuality.119 Such manipulation of government
statistics makes estimating true GDP numbers in China difficult

116 Gup (2008, pg. 57); Masnick, Mike, “Michigan State Police Say It Will Cost
$545k to Discover What Info It’s Copying Off Mobile Phones During Traffic
Stops,” TechDirt, April 20, 2011, https://www.techdirt.com/blog/wireless/articles
/20110420/01070213969/michigan-state-police-say-itll-cost-545k-to-discover-what
-info-its-copying-off-mobile-phones-during-traffic-stops.shtml.

117 Sampson, Zack, “Want to see the work Booz Allen did for the FBI? Get ready
to fork over enough to buy a house,” September 30, 2015, https://www.muckrock
.com/news/archives/2013/sep/30/want-see-work-booz-allen-did-fbi-get-ready-fork
-ov/.

118 McDonell, Steven, “Yangtze Ferry Disaster: Chinese authorities start
righting capsized ship; death toll rises to 75,” ABC, June 4, 2015, http://www
.abc .net . au /news /2015-06-04 /bad-weather-interrupts-work-to-find-china-ferry
-survivors/6522012.

119 Wallace (2016); Ghanem and Zhang (2014); Buckley, Chris, “China
Burns Much More Coal Than Reported, Complicating Climate Talks,” New York
Times, November 3, 2015, http://www.nytimes.com/2015/11/04/world/asia/china
-burns-much-more-coal-than-reported-complicating-climate-talks.html?_r=0.
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for investors, the media, and researchers.120 Archives in China
are not consistently open to academics and are often subject to
gatekeepers or dependent on the sensitivity of the time period.
The government will sometimes allow researchers more access
to historical information that supports their current political
agenda.121

2.8.2.2 Failure to Collect Data

Authorities can fail to collect information, thereby making it
very difficult for themedia to access. The logic behind the failure
to collect data is often obscure—does the authority simply not
have the resources for collection, or are they purposefully trying
to hide information? For example, in the aftermath of the Fer-
guson police shooting in 2014, where an unarmed man was shot
and killed by the police, the media attempted to print statistics
reflecting the number of Americans killed by police each year. In
fact, police do not collect these data, and the Justice Department
only has statistics on “justifiable” police killings, which rely on
voluntary statistics from police departments, where “justifiable”
may be defined differently across departments. Data on unjus-
tifiable police killings are not collected.122 Scholars have found
that discrepancies between sources of the number of police
killings is due to the failure of police to report the data or the
misclassification of police killings as homicides that were not

120 Bradsher, Keith, “Chinese Data Mask Depth of Slowdown, Executives
Say,” New York Times, June 22, 2012, http://www.nytimes.com/2012/06/23/
business/global / chinese-data-said-to-be-manipulated-understating-its-slowdown
.html?pagewanted=all.

121 Cunningham, Maura, “Denying Historians: China’s Archives Increasingly
Off-Bounds,” Wall Street Journal, August 19, 2014, https://blogs.wsj.com/
chinarealtime/2014/08/19/denying-historians-chinas-archives-in
creasingly-off-bounds/.

122 Fischer-Baum, Reuben, “Nobody Knows How Many Americans The Police
Kill Each Year,” Five Thirty Eight, August 19, 2014, http://fivethirtyeight.com
/features/how-many-americans-the-police-kill-each-year/.
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due to the police.123 Whether these failures to report are a result
of error or a result of incentives is subject to speculation.

Autocracies are also notorious for refraining from collecting
or formis-collecting information that makes access to datamore
difficult for journalists, citizens, and researchers. For example, in
Beijing, until 2012 the Chinese government consistently refused
to collect data on fine particulate matter (PM 2.5), a particular
type of air pollutant that is thought to have damaging effects on
health. While the U.S. embassy posted PM 2.5 data for Beijing
on its blocked Twitter feed, the Chinese government posted
pollution data without PM 2.5 included.124 Similarly, China has
reported enormous progress in fighting crime over the past years
after announcing a large anti-crime campaign. Yet the crime
statistics reported from China are somewhat unbelievable—
over two-fifths of counties reported “cracking” 100 percent of
murders.125 Many assume that local police simply omitted cases
they thought were too difficult to solve.

2.8.2.3 Friction Imposed on Data Collection

When data are not collected by authorities, journalists and
citizens may make an effort to collect the data themselves. Data
collection by the media and citizens can be expensive and time
consuming even without intervention by third parties, but au-
thorities will sometimes try to make the collection of data itself
more costly for anyone attempting it. For example, in China,
lead poisoning is one of the major threats to public safety and
in particular children’s safety. At one point, estimates suggested

123 Loftin et al. (2003).
124 Wong, Edward, “On Scale of 0 to 500, Beijing’s Air Quality Tops ‘Crazy

Bad’ at 755,” New York Times, January 12, 2013, http://www.nytimes.com/2013
/01/13/science/earth/beijing-air-pollution-off-the-charts.html.

125 “Murder mysteries,” Economist, April 6, 2013, http://www.economist.com
/news / china /21575767-official-figures-showing-sharp-drop-chinas-murder-rate
-are-misleading-murder-mysteries.
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that up to one-third of Chinese children could be affected
by high levels of lead in their blood.126 Interviews conducted
by Human Rights Watch showed that political entities within
China have made data collection on the severity of the prob-
lem extremely difficult. Hospitals, particularly in rural areas in
Anhui, Hunan, Yunnan, and Shaanxi provinces, have repeatedly
refused to give lead tests to parents and children.127 Local hos-
pitals have given misinformation about the health consequences
of lead poisoning and the recommended treatment.128 Although
people are aware that lead poisoning is a problem, such lack
of information collection has lessened widespread pressure on
local governments, as local residents have found it difficult to
organize because verifying that they are affected by the problem
is difficult.129

Making data collection more difficult is not unique to the
authoritarian context. For example, in war zones, the U.S. gov-
ernment has been accused of impeding journalists’ access to
particular sites, allowing journalists only in “approved” areas
of the war zone. In the Persian Gulf War, journalists were
escorted to parts of the war zone based on U.S. military decision
making. The U.S. military made it difficult to access other types
of information about the war outside of the perspectives of these
“press pools,” meaning that the U.S. media largely saw the war
from one perspective. Those who were found violating press
pool guidelines were removed from the area, which meant that

126 LaFraniere, Sharon, “Lead Poisoning in China: The Hidden Scourge,”
New York Times, June 15, 2011, http://www.nytimes.com/2011/06/15/world/asia/
15lead.html?pagewanted=all; “My Children Have Been Poisoned: A Public
Health Crisis in Four Chinese Provinces,” Human Rights Watch June 2011,
http://www.hrw.org/sites/default/files/reports/china0611WebInside_0_0.pdf.

127 Cohen and Amon (2011), Human Rights Watch, pg. 25–27.
128 Human Rights Watch, pg. 25–27.
129 Human Rights Watch, pg. 21–22.
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journalists could sometimes not collect information needed to
corroborate the U.S. government’s account of the war.130

While we have only touched on a few examples for illustra-
tion in this section, authorities have myriad methods for impos-
ing anything from small to significant costs on data collection.
This censorship often does not involve punishment but can still
have significant effects on the spread of information. Further,
these frictions are often difficult for the public and media to
observe—the lack of information is often less noticeable than
its existence. It will typically not be apparent to the public
that a story is not covered because of data unavailability. The
few times it is made clear to the public that this information
cannot be accessed, often the underlying intent is also opaque:
are FOIA requests expensive because of politically motivated
manipulation of information or because of true administrative
costs? Does China not collect PM 2.5 data because they lack
the technological capabilities or because they hope to mask the
true levels of pollution? Unlike fear, where censorship must be
explicit to deter, the intent behind friction is less apparent and
can be explained away by authorities and observers, offering the
cover of plausible deniability.

2.8.3 When Does Friction Affect Access and Expression?

Friction-based methods of censorship are more easily imple-
mented by the authority the more the authority has control over
information generation at the lower levels of the information
pyramid. Information that can be collected only by the author-
ity, either because they alone have access to the information
or because only they have the expertise to collect it, can easily

130 Boydston (1992); Apple, R.W. Jr, “War in the Gulf: The Press;
Correspondents Protest Pool System,” New York Times, February 12, 1991,
http://www.nytimes.com/1991/02/12/us/war-in-the-gulf-the-press-correspondents-
protest-pool-system.html.
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be made more costly: the authority can simply fail to collect
it, or if they do decide to collect it, they can make sure it is
unavailable to the public. Control over information also enables
the authority to provide reasons for information restriction.
For example, if the government restricts where the military can
provide journalists access to war zones, it may provide safety
reasons for keeping journalists out of particular locations. Since
authorities can control access at the data-collection stage, these
types of actions are also more difficult for the public to detect, as
the public will not always notice the lack of a story in the media.
In contrast, when the authority does not control sources of
information, such as events that happen quickly and are highly
observable to large numbers of people, friction-based methods
of censorship will be difficult to use. Information about events
like environmental crises, large accidents that may implicate the
government, or natural disasters that occur in large population
areas will spread quickly, before information friction can be
imposed. In these cases, high levels of censorship or the lack of
reporting may be indications that the government is ignoring or
repressing the issue, which could backfire and cause more, not
less, consternation among the public.131

Once information has already been collected or is already
known to some number of people, control over the informa-
tion environment through friction requires political power or
access to the media infrastructure and distribution of media.132
The more control the government has over Internet content
providers, newspapers, or television stations, the more suc-
cessful it will be at creating friction. The more tools that the
government has to control search engines or slow the delivery
of particular types of information, the more the government
will be able to impose friction on already created media articles.

131 Jansen and Martin (2003).
132 This point is made by Edmond (2013) who shows that the more centralized

control is over media, the easier it is to control.
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Governments of smaller countries, where many citizens rely on
foreign news sources or Western Internet content providers like
Twitter and Facebook, will have fewer options for imposing
friction because they do not have direct jurisdiction over the
outside media content.133 Similarly, governments in areas where
television or newspaper broadcasts span international borders
will have trouble controlling information from outside.

Even if information is not particularly well known initially,
it may be difficult for the authority to create friction if another
organized entity has a strong incentive to seek out the informa-
tion and publish it. For issues where there is a stronger civil
society, more factionalism, or other types of political competi-
tion, it will be more difficult for authorities to hide information
since it will likely be collected, published, and promoted by
the competing entity.134 Such competition also makes friction
harder to justify—for example, the Chinese government had
trouble justifying publishing pollution numbers that did not
include levels of PM 2.5 because the U.S. embassy in Beijing was
publishing these numbers on its own Twitter feed.

Citizens and the media will be more susceptible to friction if
the cost added by censorship to the information is enough to
offset the benefits of consuming or disseminating information.
Importantly, how citizens and the media are affected by friction
will depend on their elasticity of demand for information; in
other words, how much their behavior changes in reaction to
small changes in the price of information. In general, the more
elastic citizens’ and the media’s demand for information—the
more affected they are by changes in the price of information —
the more effective friction-based methods will be since citizens

133 Pan (2016).
134 One ofWolfsfeld (2011, pg. 23–25) five principles of political communication is

that when “authorities lose control over the political environment, they lose control
of the news.” This is because once political control is lost, more competing sources
are able to leak and report information that the media can use to contradict the
authority.
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and the media will be more likely to substitute lower-cost
information for that which has become higher-cost. As a result,
friction will have a greater impact the less citizens and the media
are willing to seek out the political information.

Because of the importance of elasticity of demand for infor-
mation, friction will have a stronger impact when it is invisible—
if the friction induced by the authority becomes known to its
target, the citizen or media may take it as a signal that the
information is important and their demand for this information
might become more inelastic. If the observation of censorship
creates more inelastic demand for information, more people
will be willing to overcome costs to find the information be-
cause it was censored, creating the “Streisand effect” discussed
earlier.135 Relatedly, friction-based methods are more effective
when censorship can be obscured or blamed on another cause.
Plausible deniability will muddle the signal of the importance of
information and citizens may explain friction away or ignore it.
Like in contexts of direct repression, “plausible deniability” on
the part of the governmentmight bemore credible when friction
is implemented by an agent—a private company or a local level
of government—rather than the central government itself.136

Citizens’ and the media’s demand for information may be-
come more inelastic when external events make them attune
to politics or when censorship disrupts their habits. During
political crises, the public may sense threat and therefore be
more likely to overcome barriers to seek out information. As
I’ll show in chapter 5, when an explosion shook Tianjin during
August of 2015, manymore people were willing to search out in-
formation across the Great Firewall. Similar research has shown
that during revolutions and political crises, citizens may be

135 See Jansen and Martin (2015) for a discussion of how authorities seek to
mitigate censorship backlash.

136 See Mitchell, Carey, and Butler (2014) for a discussion of plausible deniability
of human rights violations.
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more willing to seek out media to inform themselves of ongoing
events.137 Similarly, in democracies, heightened attention that
results from crises or protests can draw attention to the limits
on government data, or underreporting of events within the
media.138

Similar to the economic observation that addictive goods are
less price-sensitive, friction that suddenly disrupts habits will
be less effective because people are generally more willing to
spend time and money to continue habitual behavior. If friction
gets in the way of something a user needs—for work or for
entertainment, for example—they may be more willing to pay
the costs of censorship evasion. As I’ll discuss more in chapter 5,
when the very addictive social media website Instagram was
blocked in China, millions of people evaded the Firewall to
access Instagram because they were accustomed to doing
so,139 and were subsequently exposed to censored political
information.

Those who learn to overcome frictions during political crises
or in reaction to habit disruption may have non-linear effects
on the information environment. Once a user has learned to
overcome friction, they may more easily be able to do it again
in the future, or apply it to other types of information. For
example, when someone learns to evade the Great Firewall, they
may more easily jump it again in the future. As more people
learn how to evade censorship, they may be more likely to share
this information between their friends. Friction will therefore be
less effective if it is broadly applied to both political information
and entertainment or other types of information that citizens
are highly motivated to access; in such cases, people may learn

137 Ball-Rokeach and DeFleur (1976), Loveless (2008).
138 Fischer-Baum, Reuben, “Nobody Knows How Many Americans The Police

Kill Each Year,” Five Thirty Eight, August 19, 2014, http://fivethirtyeight.
com/features/how-many-americans-the-police-kill-each-year/.

139 Hobbs and Roberts (2016).
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how to overcome frictions in order to access entertainment and
once they do, they will be able to apply it to other forms of
information, such as political information.140

Of course, friction—like all forms of censorship—can have
economic and political consequences that are detrimental for
authorities. Blocking websites that could potentially be useful
to economic growth (like Google, GitHub, or Dropbox) is like
imposing a tariff on valuable inputs for local Internet compa-
nies. However, because taxes on information are more easily
disguised than a prohibition that has to be communicated and
enforced, censorship by friction is less likely to have the same
backfire effects as fear. Friction will also notmake citizens fearful
of speaking their mind and therefore will allow the government
to monitor public opinion. For these reasons, friction solves
many of the dilemmas inherent in the imposition of censorship
through fear.

2.8.4 The Impact of Friction Has Strengthened in the
Information Age

The Internet has decreased the absolute per unit cost of infor-
mation substantially. According to Internet Live Stats, there are
more than one trillion individual webpages on the Internet.141
With a known URL and a good Internet connection, informa-
tion from all over the world can be accessed within seconds.
As a result, many scholars thought that censorship in the age of
the Internet would be futile—in President Clinton’s words, “like
nailing jello to a wall.”142 Easily copied or added to the trillions of

140 This is similar to the argument made in Baum (2003), when entertainment and
news are paired they may be more easily consumed by citizens. This is also true in a
censored information environment.

141 “Total Number of Websites,” Internet Live Stats, accessed May 2, 2017,
http://www.internetlivestats.com/total-number-of-websites/.

142 “A Giant Cage,” Economist, April 6, 2013, http://www.economist.com/news
/special-report/21574628-internet-was-expected-help-democratise-china-instead-it
-has-enabled.
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websites online, many suspected that information simply could
not be controlled.

However, despite the overall decrease in the cost of in-
formation, the relative cost of competing information is still
relevant for consumers of information. Because information is
easily substituted and citizens have a limited amount of time,
the relative costs of information drive consumption patterns.
Having more near-equivalent copies of information on the
web increases the substitutability of information because if one
piece of information entails costs, consumers are likely to be
able to find something similar enough more cheaply elsewhere.
Many recent studies have documented consumers’ extreme
impatience on the Internet. Google research has shown that
even small, micro-second delays in searches can significantly
decrease user search.143 Krishnan and Sitaraman (2013) find that
with each one second delay in video start-up, 5.8 percent of
users switch to something else. Viewers who experience slow
video equal to one percent of the duration of the video watch
five percent less of the video than those with no delay. Mark,
Voida and Cardello (2012) find that users on average switch
windows on a computer 37.1 times an hour, with time staying
on one window on average just over one minute. Yeykelis,
Cummings and Reeves (2014) find that sympathetic arousal
increases right around switching between tasks and windows on
the computer, suggesting physiological reasons for impatience
and distraction on computers. As a result, small changes in
search algorithms have been shown to drastically shift con-
sumption of websites and news.144 As the elasticity of demand
for information increases because of the Internet, censorship
methods that rely on the friction mechanism become more
potent.

143 Brutlag (2009).
144 Athey and Mobius (2012).
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Unlike fear, which is more costly as more people become
producers of information, the price of friction is scalable for
increased numbers of Internet users. Search filtering one website
many people use, for example, takes only one manipulation to
affect all consumers. Removing a post from the Internet affects
all people who would potentially look for that post. A dataset
that is removed from a government website affects access for the
entire public.

Friction, particularly in the digital age, facilitates plausible
deniability and is less transparent than fear, which must be
observed in order to function. Because a search on the Internet
is ordered by algorithms and Internet errors frequently occur
without censorship, even if the user comes across evidence left
behind by friction, it can be difficult to knowwhether a technical
issue or an authority purposely manipulating the web was the
cause. Algorithms for search are protected intellectual property
and difficult for the public to understand—an Internet user
could not tell you whether the search results were ordered in
a particular way because of an algorithm acting in the interest of
the public, or because of an algorithm censoring in the interest
of the authority.145 If a user clicks on a link that is blocked by
the Great Firewall, it is difficult to know whether that page is
down because of the government or because the website itself
is undergoing maintenance. Indeed, many websites in China
“go down for maintenance” around the anniversary of the 1989
Tiananmen Square protests.146 A link may be broken because it
has been moved or because it has been intentionally broken by
authorities. The intricacies and complicated technology of the
Internet disguise friction-based censorship.

145 Tufekci (2014).
146 “Websites to ‘Close’ for China’s ‘Internet Maintenance Day’,” Register,

June 4, 2013, http://www.theregister.co.uk/2013/06/04/chinas_internet_maintenance
_day_shutters_sites/.
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The costless nature of the Internet has caused traditional
journalism to be more susceptible to government frictions.
Because of the “24-hour” nature of the news cycle, the fast
pace of the Internet, and the fleeting nature of stories, costly
investigation has become less profitable. In the United States,
full-time professional staff at newspapers dropped 27 percent
between 2000 and 2010, due to rapid declines in advertising
revenue.147 In particular, resources for investigative reporting
and international reporting have been cut, and newspapers are
more reluctant to allow their short-staffed journalists covering
daily news to invest in high-cost stories.148 These costs and
uncertainties involved in story creation are more important in
an era where competition between media outlets is more fierce
and subscriptions to papers are being substituted with access to
the Internet. Economic models of media show that advertising
revenue is one of the most important components of indepen-
dent press, as when the media has more advertising revenues, it
is more difficult for the government to capture.149 Traditional
media outlets are closing their doors, reducing resources for
investigative journalism, and relying more on information from
political entities, opinion articles, or the syndication of news,
which are less costly to produce.150

Of course, traditional media have now been augmented by
online news. In particular, “citizen journalists,” who spend their
own time researching and reporting news, have received signif-
icant amounts of attention in popular and academic presses.151
However, citizen journalists typically have more stringent mon-
etary constraints on reporting than traditional journalists.

147 Edmonds et al. (2012).
148 Nichols and McChesney (2009).
149 Gehlbach and Sonin (2014); Petrova (2011).
150 Nichols and McChesney (2009).
151 Bulkley, Kate, “The Rise of Citizen Journalism,” Guardian, June 10,

2012, https://www.theguardian.com/media/2012/jun/11/rise-of-citizen-journalism;
Tufekci and Wilson (2012).
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Without an institution funding their salaries and the costs of
investigation, citizens have fewer resources to invest in their
stories. They also typically have less training to help them
determine which stories might be successful. Citizen journalists
will typically be more affected by the costs of a story in terms
of time and money. Social media written by citizen journalists
are more likely to carry re-shares of stories or opinions, which
have lower costs of production, than the news media.152 The
decline of the traditional media and rise of citizen journalists
have therefore made the information distributed and shared
online more susceptible to frictions imposed by governments.

2.9 FLOODING

The last type of censorship is flooding, the coordinated pro-
duction of information by an authority with the intent of
competing with or distracting from information the author-
ity would rather consumers not access. Flooding occurs when
groups systematically create information and disseminate it at
low cost, to make it convenient for the media to print on a
large scale or easy for the public to access. Although it seems
counterintuitive that the production of information could be
considered a form of censorship, by making a particular piece of
information very easy to access, flooding raises the relative cost
of information from alternative sources and therefore can have
the same impact as censorship. Contrary to common wisdom
that more information is always better, flooding with irrelevant
or less valuable information reduces the amount of time that
citizens can spend consuming more valuable information and
taxes good information by requiring more time to separate good
information from bad information.

152 Carpenter (2008), Nichols and McChesney (2009).
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Flooding and friction are tightly paired: flooding causes
friction by making information contemporaneous to the flood-
ing effort more costly to access. However, the mechanism of
increasing the costs is different: flooding increases the relative
cost of information indirectly through competing information,
whereas friction directly increases the costs of information,
raising the absolute costs of that information. As I will show
throughout this book, flooding and friction are often used
together as authorities try to slow the spread of one type of in-
formation and promote another. Like friction, flooding is not al-
ways mutually exclusive of fear—the observation of propaganda
can create fear and cause people to self-censor.153 However, fear
is not necessary for the flooding mechanism to work—citizens
may be completely unaware that flooding is happening and still
be affected by it. In fact, flooding is often used by authorities
when fear and friction are too costly or could create backlash.

Like friction, there are natural types of flooding that affect cit-
izens’ consumption of information. Reporting on the Olympics,
for example, has been shown to compete with reporting on nat-
ural disasters—areas affected by disasters that occur during the
Olympics receive less aid because people are distracted by the
games.154 Although such distractions have important political
and economic consequences, I do not consider distractions like
the Olympics to be flooding-based censorship, insofar as they
are not designed to decrease the accountability of political enti-
ties. However, to the extent that distractions can be coordinated
by political organizations, political entities themselves can have
a similar impact on citizens’ consumption of information, an
effort I consider to be a form of censorship.

As discussed inmore detail at the end of this chapter, flooding
is an increasingly convenient form of censorship for authorities

153 See Huang (2015) for a discussion of the signaling function of propaganda.
154 Eisensee and Strömberg (2007).
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because now that much of the media is digitized it is relatively
inexpensive to produce distracting information in large quan-
tities. Producing superfluous information is often less costly to
the authority than trying to find a way to throttle information
that is already produced or to intimidate individuals so much
that they refuse to speak out. In countries where information is
relatively free already and citizens are less likely to be intimi-
dated, flooding is an increasingly attractive option for political
entities interested in controlling information. Flooding is also
easier to use to affect information systems across borders, where
authorities have less control over legal punishment, intimida-
tion, and infrastructure that could allow them to create fear or
impose friction.

In this section, I consider two main types of flooding. In
the first case, the authority produces information that it then
disseminates directly to the public at the top of the informa-
tion pyramid. In the second case, the authority provides pre-
packaged information to the media at the middle level of the
pyramid, with the intent of reducing the media’s costs for a
story, thus encouraging the media to print the story the author-
ity designed in exclusion of others. In each case, the flooding
may not include content directly related to the information the
flooding is trying to suppress, but rather might take the form of
entertainment or distraction that might be more interesting to
the consumer. Much like advertising, flooding always occurs in
a competitive context, attempting either to distract from or to
overwhelm another party’s version of events.

2.9.1 Flooding Directly to the Public

The first type of flooding competes directly with information
already available to the public. This type of flooding operates
at the dissemination stage, where the flooded material competes
for attention with information being disseminated by media or
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individuals. Many times, the information that is being used to
compete is not attributed to the government, even though it is
government-coordinated.

Flooding directed at the public can be used for persuasion,
confusion, or distraction. In each case, the purpose of flooding
is to crowd out alternative viewpoints or perspectives. Some-
times flooding can take the form of traditional propaganda; the
government can use its control over the media to create an
omnipresent perspective on an issue for which the government
has come under criticism. A classic example in China is the TV
program Xinwen Lianbo, which airs nightly across China and
represents the viewpoint of the central government. This news
show stands in direct competition withWestern viewpoints that
cast China in a chaotic light, in which the chaos stems from
autocracy. Instead, the oft-repeated Chinese propaganda view-
point is that chaos stems from democracy, as Chinese reporters
often focus on protests or political conflict in democracies. The
TV program is shown on all local TV stations every night during
prime time, crowding out alternative prime time TV.155

Traditional propaganda has been augmented by an online en-
vironment where paid commentators are cheap and can spread
information widely. Authorities all over the world have designed
flooding strategies to compete with online information that
reflects poorly on them. On Twitter, governments have amassed
“Twitter armies,” coordinating the promotion of their version
of events, increasing the ratio of Tweets that reflect well on
their own perspective, and thus increasing the probability that
consumers of information will run into their version of events.
The Turkish, Israeli, and Palestinian governments all hire or
enlist people to promote their ideas on Twitter. Such flooding

155 Bandurski, David, “China Announces ‘Newsy’ Changes for CCTV’s Official
Nightly News Broadcast,” China Media Project, February 4, 2008, http://cmp.hku
.hk/2008/02/04/china-announces-newsy-makeover-for-cctvs-official-nightly-news-
broadcast/.
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strategies have resulted in “Twitter wars,” where each govern-
ment produces an onslaught of its version of events.156 Even po-
litical parties in theUnited States are beginning to employ online
armies that defend their candidate.157 Web browsing data show
that during the 2016 presidential election there were millions
of shares of false news stories, which may have contributed to
significant confusion about the candidates.158

Flooding can be used to undermine competing sources, either
by directly disparaging them or by confusing the public into
discounting the traditional press. Authoritarian governments
around the world are known to widely disparage the Western
press, using their own control over media to caution read-
ers about bias in independent media.159 Contradicting facts
or persuading citizens to question reality, sometimes known
as “gas-lighting,” can also be the purpose of propaganda in
order to confuse or distort citizens’ perceptions of reality and
thereby undermine the free press.160 Most recently, the Russian
government has been accused by the U.S. government of spread-
ing misleading news online about the candidates in the 2016
election, undermining facts reported in the free press in an
attempt to influence the election.161 These efforts tax the public’s

156 Zeitzoff (2017).
157 Halper, Evan, “Be Nice to Hillary Clinton Online—or Risk a Confrontation

with her Super PAC,” LA Times, May 9, 2016, http://www.latimes.com/politics
/la-na-clinton-digital-trolling-20160506-snap-htmlstory.html; Markoff, John,
“Automated Pro-Trump Bots Overwhelmed Pro-Clinton Messages, Researchers
Say,” New York Times, November 17, 2016, https://www.nytimes.com/2016/11
/18/technology/automated-pro-trump-bots-overwhelmed-pro-clinton-messages
-researchers-say.html.

158 Allcott and Gentzkow (2017).
159 Allen-Ebrahimian, Bethany, “How China Won the War Against Western

Media,” Foreign Policy, March 4, 2016, http://foreignpolicy.com/2016/03/04/china
-won-war-western-media-censorship-propaganda-communist-party/.

160 Pomerantsev (2014) describes this phenomenon in Russia.
161 Flegenheimer, Matt and Scott Shane, “Countering Trump, Bipartisan

Voices Strongly Affirm Findings on Russian Hacking,” New York Times,
January 5, 2017, https://www.nytimes.com/2017/01/05/us/politics/taking-aim-at-
trump-leaders-strongly-affirm-findings-on-russian-hacking.html.
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attention, either misleading voters, or requiring them to spend
more time to separate out which information is credible from
that which is false.

Governments also use online armies for the second pur-
pose of flooding—distraction—hiring thousands of people to
post distracting information during sensitive events, what ana-
lysts have called “third-generation” Internet controls.162 During
protests surrounding Russian elections in 2011, pro-Kremlin
Twitter users allegedly flooded anti-Kremlin hashtags with
slogans and meaningless tweets, making it more difficult for
anti-Kremlin users to find useful information and coordi-
nate action.163 Similar tactics have allegedly been used in
democracies—the Mexican government, for example, has been
accused of trying to thwart protests with bots that flood Twitter
hashtags with meaningless punctuation.164 As I will discuss
more in chapter 6, China’s “Fifty Cent Party,” social media users
who post at the government’s direction, often write positive
social media posts to shift attention from negative events.165

Flooding is not a phenomenon specific to the Internet; it also
appears in traditional and popular media. During sensitive peri-
ods, Chinese propaganda authorities mandate that newspapers
write “positive news” to make negative events less salient.166
Russian authorities are also known to employ this tactic—the
Kremlin has been know to suggest that news and television
should focus on positive stories.167

162 Deibert et al. (2010, pgs. 6–7).
163 Goncharov, Maxim, “The Dark Side of Social Media,” TrendLabs

Security Intelligence Blog, December 7, 2011, http://blog.trendmicro.com/
trendlabs-security-intelligence/the-dark-side-of-social-media/.

164 Suárez-Serrato et al. (2016).
165 King, Pan and Roberts (2017), “China’s Paid Trolls: Meet the 50-cent

party,” New Statesman, http://www.newstatesman.com/politics/politics/2012/10/
china’s-paid-trolls-meet-50-cent-party.

166 Brady (2008, pg. 95), Stockmann (2012, pg. 82); Stockmann and Gallagher
(2011).

167 Pomerantsev (2014).
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2.9.2 Flooding Directed at the Media

The second type of flooding occurs when the authority directs
the information to the media. By collecting data, analyzing it,
and presenting these results to the media in an easily reportable
format, the authority can encourage the media to report on a
particular story. The media then may present this story to the
public using the prepackaged version to reduce media costs.
The public, however, may not recognize that the source of the
information is the government itself, but instead view the news
as independent.

Politicians, companies, and interest groups sometimes spend
money to support scientific research that can bolster their prod-
uct or cause. Research findings generated by authorities are then
often picked up by the media to present a “balanced” view of
the issue, but often do not disclose their funders directly.168
Infamously, Philip Morris sponsored research claiming that
cigarettes were not damaging to health. According to prose-
cutors, the company created the Tobacco Industry Research
Committee (TIRC) in 1954 “to refute, undermine, and neu-
tralize information coming from the objective scientific and
medical community.”169 In 1998, tobacco companies sponsored
the Center for Indoor Air Research (CIAR) to counter research
on the detrimental effects of second-hand smoke. Confidential
documents released as part of a 1998 settlement show that Philip
Morris used the 244 studies produced by CIAR from 1989 to
1999 to fight public perceptions that second-hand smoke causes
cancer.170 Although Philip Morris is one particularly pernicious
example, research funded by special interests and companies

168 Shapiro (2016).
169 “Complaint for Injunctions, Mandatory Injunctions, Damages,

Restitution, Disgorgement, Penalties, and Other Relief,” UCSF Truth Tobacco
Industry Documents, June 5, 1996, http://www.library.ucsf.edu/sites/all/files/ucsf
_assets/wacomplaint.pdf.

170 Muggli et al. (2001).
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to balance scientific consensus is very common, with examples
ranging from head injuries in the NFL to skepticism on climate
change.171

Authorities can also use press releases to try to drive media
coverage.172 Grimmer (2013, pg. 129–130) finds that local papers
will often use large amounts of language from U.S. legislators’
press releases directly in news articles. He argues that press
releases are purposely written in the style of news stories, acting
as a subsidy for newspapers because journalists do not even have
to rewrite them in order to print. Similarly, beginning with the
Clinton administration and accelerating under the Bush admin-
istration, dozens of U.S. bureaucracies regularly released video
press releases that supported particular government policies.
These press releases were directly aired on local news programs
without acknowledging that the government itself had produced
them.173

Countries can use their own news agencies to push their
soft power abroad. China’s Xinhua news agency’s worldwide
expansion reflects a strategy to promote China’s view of political
events in foreign papers, as Xinhua spins stories quite differ-
ently than Western media.174 In many countries with a small
domestic news presence, Xinhua is frequently syndicated.175
By making Xinhua stories deliberately cheap, China promotes
its perspective on world events, increasing its international
audience.

171 Kain (2009, pg. 700), Stone (2011, pg. 398).
172 Cook (1989, pg. 108–109).
173 Barstow, David, and Robin Stein, “Under Bush, a New Age of

Prepackaged TV News,” The New York Times, March 13, 2005, http://www.
nytimes.com/2005/03/13/politics/under-bush-a-new-age-of-prepackaged-tv-news.
html.

174 See Roberts, Stewart and Airoldi (2016) for a quantitative analysis of media
slant between Xinhua and Western news sources.

175 Shambaugh (2013, pg. 230).
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2.9.3 When Does Flooding Affect Access and Expression?

In order for the flooding mechanism to be effective, the media
and citizens need to be likely to consume the low-cost informa-
tion produced by the authority instead of the information with
which it intends to compete. Like friction, flooding-based meth-
ods of censorship will be more effective when themedia and citi-
zens have a higher elasticity of demand for information, or when
the cost of information is a primary determinant of whether
the media uses the information or citizens consume it. When
citizens and the media are very affected by the cost of informa-
tion, low-cost information produced and disseminated by the
authority will be readily consumed and citizens will be unwilling
to sort through the distracting information to find its alternative.

When propaganda is too obvious, it can generate a
“boomerang effect,” where propaganda is discredited by the
public.176 Flooding will therefore be more effective if citizens are
not aware that it is generated by the authority. The authority
could achieve this in one of two ways. First, it could build trust
in its own sources of media and discredit alternative sources of
media so that citizens are more likely to turn to government
sources for information. Chinese state-run news sources, for
example, proactively discredit Western media, though they still
struggle with maintaining credibility in the eyes of the public.177
Alternatively, it could hide the fact that it is manipulating the
information environment, using media or individuals who look
as though they are not related to the authority to spread the in-
formation. Individuals hired to post pro-government content on
social media are examples of authority-funded information that
is supposed to appear spontaneous. The less that individuals and
themedia are aware that the authority is behind the information,
the less they will be able to discredit it.

176 Jansen and Martin (2003).
177 Gang and Bandurski (2011).
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However, unlike friction, it is less imperative for authorities
that their efforts to flood remain invisible since the public
typically has fewer objections to the production of information
than its suppression. Further, awareness of flooding does not
usually bring attention directly to the information that the
authority is trying to hide, and therefore does not undermine
the authority as much as awareness of efforts of friction or fear.
In this way, flooding should be a less risky strategy than friction
or fear because awareness of these methods will not be as likely
to produce backlash.

2.9.4 Flooding Has Become Cheaper with the Internet

Most authorities can participate in flooding if they have suf-
ficient funds to do so—authorities may not have control over
information they are trying to hide, but almost always have
some type of information that they can promote.178 The cost
of creating information with which to flood will depend on
the medium through which the authority intends to promote
the information. The cost of flooding to the authority has de-
creased substantially in the digital age—Twitterers working for
the Russian government, for example, use opposition hashtags
to make it more difficult for the opposition to coordinate. The
content of these tweets does not matter as long as they use the
correct hashtag, and therefore such messages are very low cost.
This type of flooding can even be implemented by bots rather
than humans.

Similarly, flooding is easier to disguise in the age of the
Internet than before the information age. In the past, per-
sonal opinions were not frequently voiced in the public
domain—newspapers distributed information and officials and
community leaders could make speeches or write op-eds, but

178 Gunitsky (2015) provides a useful overview of how regimes can take advantage
of the Internet using online propaganda.
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typical citizens did not announce their positions. Today, how-
ever, individuals share descriptions of even mundane aspects of
their lives and personal views on issues. These individuals do not
necessarily have a public reputation to protect. The prevalence
of online opinion makes it easier to disguise those who are
paid by the government as individuals who genuinely hold these
views.

The ability for individuals to bypass the media to share
stories directly with the public also can allow for flooding to
be more effective. Whereas the media decides which stories to
include by making editorial decisions, social media is priori-
tized to consumers through algorithms. Authorities interested
in using flooding can reverse-engineer and take advantage of
these algorithms and coordinate to prioritize their information
to consumers. If propagandists can find ways for users to engage
with information through “clickbait” headlines or by disguising
themselves as news media, they may be more likely to filter to
the top of a social media algorithm.179

In other more traditional media, flooding may be more
expensive. If authorities hope to spread their message in
ways that look like news articles in traditional media, they
need to distribute press releases that newspapers are likely to
pick up and print. If these messages are persuasive, not just
distracting, then the autocrat might need to collect data or
conduct research to make the flooded messages convincing.
Flooding via television requires either some control of the
media network or large amounts of money for paid program-
ming and advertising. Alternatively, some authorities may host
high-profile events or news conferences to attract attention, and
these events themselves can be expensive.

179 Roberts, Hannah, “Google made changes to its search algorithm that
unintentionally made it vulnerable to the spread of fake news, sources say,”
Business Insider, December 10, 2016, http://www.businessinsider.com/google-
algorithm-change-fake-news-rankbrain-2016-12.
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Flooding is the least draconian mechanism of censorship
and it is rarely illegal even in democracies, and therefore it is
the least likely to cause backlash. However, like friction and
fear, it can have long-term costs for governments. If citizens
discover government flooding efforts, it may undermine the
credibility of the information environment, making the spread
of misinformation and rumors more likely. As with censorship
by friction, authorities may also trick themselves with their
own propaganda, assuring themselves that they have more sup-
port than they actually do by measuring the balance of online
opinion.

Because flooding is the least objectionable to the public of all
the mechanisms, it will be used relatively more than friction and
fear in societies with strict information freedom laws and in-
tense competition between groups, for example, in democracies.
Flooding may be used to complement or substitute for methods
of fear and friction in cases where the authority does not have
complete control over information, such as during sensitive
periods or sudden high-profile events that could endanger the
existence of the authority. In periods of crisis, when friction
breaks down because individuals are motivated to seek out
information, governments may turn to flooding as the public
may seek out information of an unfolding situation and come
across government-flooded media.180 However, these may also
be moments when the public is willing to spend more time
ascertaining the credibility of the source, and therefore flooding,
like friction, may be relatively less effective during crises than
during time periods where public demand for information is
more elastic.

180 Baum and Groeling (2010) show that the government has an informational
advantage at the beginning of a crisis, when less information about the crisis is out,
but the public is still attentive to the event.
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2.10 CONCLUSION

Fear, friction, and flooding—the mechanisms of censorship—
are not specific to information-communication technologies
or media. Over time, regime types, and issue areas, we have
seen instances of each of these mechanisms of information
manipulation in this chapter. However, the blend of strategies
will vary across government structures, depend on the threats
the governments face, and change in new information environ-
ments. As the structure and flow of information changes due to
new technologies, the way that citizens and the media react to
censorship and the costs censorship has for authorities change.
In particular, the nature of the trade-off between using fear or
punitive methods to create censorship and more porous meth-
ods based on friction or flooding will depend on the goals of the
state and the costs that censorship inflicts on governments.

The logic of fear, friction, and flooding all point to a strategy
of porous censorship in the digital age. In particular, the Internet
has made fear more costly for regimes and friction and flooding
relatively cheap. As more people participate online, repression
must be credible to a larger number of people in order to enforce
self-censorship. Yet because information is easily duplicated,
substituted, and replaced, small variations in the cost of access in
the form of friction can have large impacts on what the majority
of Internet users consume. Similarly, the Internet has made
flooding relatively cheap as government propaganda efforts
online can be more easily automated and masked.
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Censorship in China

Themechanisms of fear, friction, and flooding introduced in the
last chapter illustrate the ways in which censorship can affect
citizens and the media. The impact of each of these mechanisms
on the spread of information varies across contexts. Some polit-
ical entities, like totalitarian regimes, have opted for fear-based
forms of censorship when power is concentrated in the hands of
the government and awareness of control does not thwart gov-
ernment objectives. In other periods, authoritarian regimes have
opted for friction- and flooding-based censorship that slows, but
does not completely prevent, access to information, in order to
reduce the probability of backlash or allow for more economic
growth and internationalization. The constraints political en-
tities face, the goals of the government, and the technological
environment affect the capability of authorities to use each
mechanism of censorship and the ways in which citizens will
react to censorship.

In this chapter, I describe how the theory of censorship
applies to modern China. First, I follow information control
in China from the Mao era to the present. I describe how the
Chinese state has adapted its censorship strategy to the changing
goals of the state and the technological environment to balance
information control with economic development, information
collection, and fear of popular backlash. I follow these trade-
offs through the Cultural Revolution, reform and opening, to
the turning point of the Tiananmen Square protests and the rise
of the Internet. I delineate the current institutional censorship
structure and strategy in China and describe how the censor-
ship system’s ability to control information consumption while
minimizing the perception of control enables it to effectively
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prioritize information for the vast majority of the population
while minimizing the economic and political side effects of
censorship.

3.1 MODERN HISTORY OF INFORMATION
CONTROL IN CHINA

In this section I describe how the Chinese government’s infor-
mation control apparatus has evolved since the Mao era. The
modern history of China not only provides context for the cur-
rent period but also illustrates the political trade-offs between
censorship mechanisms. In particular, highly observable meth-
ods of censorship based primarily on fear in the Maoist era have
shifted toward less complete mechanisms of censorship based
on friction and flooding after reform in an effort to contain the
negative side effects of fear-based censorship on the economy,
government information gathering, and political backlash. Even
after the Tiananmen crisis, a turning point in information
control strategy in China, the government opted to strengthen
methods of censorship that were less intrusive to the average
citizen rather than revert to censorship based on overt con-
trol, an indication of how overt censorship methods conflicted
with its goals of economic growth and internationalization.
The government’s emphasis on friction- and flooding-based
methods of censorship has only accelerated with the advent of
the Internet, and the government has developed institutions that
create porous censorship, relying on citizens’ high elasticity of
demand for information instead of their self-discipline.

3.1.1 Censorship under Mao (1949–1976)

Under Mao Zedong, the Chinese government exercised exten-
sive authority in all areas of citizens’ lives.1 The Party viewed

1 Walder (1988, Chapter 1) describes patterns of authority under Mao.
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information control as a central component of political control,
and Party dogma, ideology, and doctrine pervaded every part
of daily routine. Propaganda teams were located in workplaces
and schools to carry out work and education in the spirit
of Party ideology and to implement mass mobilization cam-
paigns.2 Ordinary citizens were regularly encouraged to engage
in self-criticism—publicly admitting and promising to rectify
“backward” thoughts.

Under Mao, the introduction of “thought work” ( )
into aspects of everyday life meant that fear played a primary
role in controlling the spread of information, as each citizen
was aware of political control over speech and fearful of the
consequences of stepping over the line. Although the severity
of punishment for transgressions varied throughout the Maoist
era, everyday speech could land citizens in jail or worse—
criticizing your cat (in Chinese, a word that sounds like Mao)
or giving your children unpatriotic names could be considered
criminal.3 Drastic punishments for both formal and informal
speech and a system that encouraged citizens to report their
closest friends and family members to authorities led to an
environment of extreme self-censorship.4 Fear transformed per-
sonal relationships between individuals from “friendship” to
“comradeship,” where private information could not be shared
even between friends as betrayal of friendship was encouraged
and commonplace.5

Newspapers, which became entirely state-run soon after Mao
took power, were seen as a mouthpiece of the state rather than a
mechanism of government oversight.6 The Chinese Communist
Party (CCP) adopted a Leninist view of the media: newspapers

2 See Shambaugh (2007) for a summary of propaganda under Mao and Unger
(1982) for a detailed description of education under Mao.

3 Link (2002).
4 Shirk (1982, pg. 130–135).
5 Vogel (1965).
6 Zhao (1998b, pg. 19).
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should speak for the Party. By promoting Party ideology, and
encouraging mass mobilization and positive thoughts, Leninist
principles encourage the media to simultaneously educate and
speak for the working class. Media—including radio, news-
papers, and television—were run by central, provincial, and
municipal governments directly, and were guided by the Central
Propaganda Department of the CCP.

During this period, China, which was closed off from the
Western world in an information environment completely con-
trolled by the state, had arguably among the most “complete”
control of information a country could muster, akin to today’s
North Korea. Citizens were aware of political control of all
of their actions in their work, personal, and public lives. Cut
off from private or non-state media and with relatively little
interaction with citizens from other countries, they had little
choice but to obediently follow propaganda controlled by Party
media for fear of stark repercussions.

But even with ideological uniformity and totalitarian control
based on repression, the Communist Party and the Chinese peo-
ple paid a high price for highly observable forms of censorship
that controlled citizens through brainwashing and deterrence.
First, citizens’ and officials’ awareness of political control stifled
the government’s ability to gather information on the perfor-
mance of policies, contributing to severe problems of economic
planning and governance. The Great Leap Forward, in which
around thirty million people died of starvation in the late 1950s,
has been partially attributed to local officials’ fear of reporting
actual levels of grain production to the center, leading them to
report inflated numbers.7 Even after the Great Leap Forward,
the inability of the Chinese bureaucracy to extract true economic
reports from local officials and citizens led to greater economic
instability and failed economic policies and plans.8

7 Li and Yang (2005).
8 Huang (1994).
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Such extensive control also imposed explicit constraints on
economic growth. Large amounts of trade with other countries
was not possible without loosening restrictions on the exchange
of information with foreigners. Innovation and entrepreneur-
ship require risk-taking, creativity, and access to the latest tech-
nology, all difficult under high levels of fear that encourage risk-
aversion. Millions of people were affixed with class labels that
made them second-class citizens or were imprisoned in Chinese
gulags that prevented them from participating in the economy.
Often those who were persecuted had high levels of education
and skills that the Chinese economy desperately needed.9 The
planned economy in concert with high levels of fear stifled
economic productivity and kept the vast majority of Chinese
citizens in poverty.

Finally, even in a totalitarian society with little contact with
the outside world, government ideological control over the
everyday lives of citizens decreased the government’s legitimacy
and sowed the seeds of popular discontent. Mao’s goal of ide-
ological purity led him to encourage the Cultural Revolution, a
decade-long period of chaos in China based on the premise of
weeding out ideologically incorrect portions of society, which
in the process killed millions of people and completely dis-
rupted social order. The chaos of the Cultural Revolution,
combined with resentment toward the extreme ideological left
in the Chinese political system that had spawned it, created
openings for dissent. In 1974, a poster written in Guangzhou
under a pseudonym called explicitly for reform. Similar protests
followed—during the first Tiananmen Incident in 1976, thou-
sands of people turned out to protest the ideological left, and
several years later, in the Democracy movement in 1978 and
1979, protesters explicitly called for democracy and human
rights, including free speech.10

9 Naughton (1996, pg. 89–91).
10 Teiwes and Sun (2004); Brodsgaard (1981).
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3.1.2 Censorship Reform before 1989

WhenDeng Xiaoping gained power in 1978, he initiated policies
of reform and opening that were in part a reaction to the
intense dissatisfaction of Chinese citizens with the Cultural
Revolution and prying hand of the government in their per-
sonal affairs. One of the hallmarks of Deng’s transition to a
market economy, which began in 1978, was the government’s
retreat from the private lives of citizens and from control of the
media. Important leaders within Deng’s government realized
the trade-offs between individual control and entrepreneur-
ship, creativity, and competition required by the market and
decreased government emphasis on ideological correctness of
typical citizens in China.11 In the late 1970s and early 1980s, the
CCP rehabilitated those who had been political victims during
the Cultural Revolution, removing class labels and releasing
political prisoners, a process that enabled more than twenty
million additional people to participate in the economy, many of
whom had high levels of education.12 As Gold (1985) describes,
the “omnipresent fear” that had been common in the Mao era
lessened and personal relationships again became primarily pri-
vate and economic. Citizens began to criticize the government
and express dissatisfaction, privately at first, but later more
publicly.

The government not only retreated from the private lives of
individuals to stimulate the economy and address dissatisfac-
tion, but also loosened its control over the media in order to
reduce its own economic burden in the information industry.13
Media—which under Mao had been publicly funded—imposed
large operational costs on the government. As other aspects
of the Chinese economy privatized, the government began to

11 Gold (1985).
12 Naughton (1996, pg. 89–91).
13 Lynch (1999, Chapter 2).
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commercialize the media to lessen its strain on government
resources. The commercialization of news allowed the news
media to respond to citizens’ demands for entertainment and
economic, international, and political news, which proved to be
extremely lucrative for Chinese media companies. The lessened
control also allowed Chinese media to compete with the new
onslaught of international information that began to pour in
as international trade and interactions increased, and Chinese
media companies were able to innovate to retain market share
in an increasingly competitive information environment.14

The 1980s also witnessed an increasing decentralization of
the economy from the central Party planning system to the
localities.15 As the government began to decentralize its control,
it began to rely on the media to ensure that local officials were
acting in the interests of the Party. A watchdogmedia could help
keep local businesses, officials, and even local courts in check.16
Investigative journalism on local corruption was first encour-
aged bymembers of the central government in the 1980s, a trend
that accelerated in the 1990s. While investigative journalism
serves citizens by exposing corrupt politicians or lax economic
practices, it also serves the state by exposing the defective aspects
of its own system. Freer media in a decentralized state, it has
been argued, can serve the government’s own interest as much
as it can serve the interests of citizens.17

Although restrictions on the press were significantly relaxed,
the CCP did not completely loosen constraints on speech or
the media during the 1980s, and there was significant political
conflict within the Party over how free the media should be
immediately following reform and opening. High-level mem-
bers of Deng’s government Hu Yaobang and Zhao Ziyang

14 Stockmann (2012, pg. 50–59).
15 Naughton (1996, Chapter 3).
16 Liebman (2011).
17 Zhou (2000).
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supported greater freedom of the press, while more conservative
members such as Deng Liqun thought that more emphasis
should be placed on government-controlled thought work.18
Conflict between these two groups within the Party and Deng’s
vacillation between them were hallmarks of CCP politics during
this period. For example, Deng Liqun was head of the Central
Propaganda Department from 1981 to 1985, but was removed
because of his conservative stances for the more liberal Zhu
Houze, who was later replaced for being too open to reform.19
This oscillation between stances on media reflected a larger
internal dispute over the extent to which the Party should play a
role in the press.

However, the CCP did take significant steps toward relaxing
control over the flow of information in the 1980s to loosen en-
forcement over speech, particularly relative to theMaoist era. By
1982, the Chinese constitution began to guarantee free speech
and expression for all Chinese citizens, including freedom of
the press, assembly, and demonstration.20 Commercialization of
Chinese newspapers began in 1979 with the first advertisement
and gradually the press began making more profit from sales
of advertising and less from government subsidies.21 Radio and
television, which had previously been controlled by the central
and provincial levels of government, expanded rapidly to local
levels of government and was also commercialized.22

By the late 1980s, prominent citizens and officials were calling
for even more expanded versions of free speech. Even promi-
nent government figures, such as Hu Jiwei, former editor of the
government newspaper the People’s Daily, called publicly for
more freedom of speech, emphasizing how freedom of speech
could promote political stability by revealing citizens’ grievances

18 Brady (2008, pg. 40).
19 Brady (2008, pg. 40–41).
20 Zhao (1998b, pg. 44).
21 Shirk (2011, pg. 1–9).
22 Zhao (1998b, pg. 55).
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rather than keeping them hidden from the government.23 Hu
was in the midst of drafting a press law to clarify the Party’s role
in the press when the student protests were sparked by the death
of Hu Yaobang in April 1989. These pro-democracy protests
centered in Beijing’s Tiananmen Square spread all over China,
culminating in an internal CCP crisis and a large-scale violent
crackdown on protesters on June 4, 1989, that was condemned
internationally.

The June 4 crisis marked a turning point in government
strategy with respect to the media and the press. Whether or
not a freer media had in fact contributed to the Tiananmen
protests, there was widespread consensus among Party elites
after the crackdown that the loosening of media restrictions had
aggravated the student demonstrations. In particular, during the
months of the protests, reformers within the Party had allowed
and even encouraged newspapers to discuss the protests.24 In
the immediate aftermath of the crackdown on the protesters and
clearing of the square on June 4, 1989, censorship ramped up
quickly. A large-scale crackdown on journalists, activists, and
academics reintroduced widespread fear into the private lives
of influential individuals, particularly among those who had
been involved in the protest events. Government officials were
ordered to return to the model of the media serving the Party
and expressing enthusiasm for government policies.25

3.1.3 Post-Tiananmen: Control Minimizing
the Perception of Control

One might think that after an event as consequential as the 1989
protests in Tiananmen Square, the government might return

23 Zhao (1998b, pg. 36). “ ,”
, http://www.64memo.com/disp.aspx?Id=9075&k=%E5%A4%A9%E5%AE%89

%E9%97%A8.
24 Gang and Bandurski (2011, pg. 71–72), Brady (2008, pg. 42).
25 Zhao (1998b, pg. 45–46).
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indefinitely to tight control and thought work that had existed
under Mao, as many leaders thought that loosened control had
culminated in a direct threat to the regime. Yet a return to
complete restriction of information and pervasive fear to control
private and public communication between citizens was also not
consistent with continued expansion and internationalization
of the market economy on which the regime sought to base
its legitimacy. Although the belief among government officials
that free media had contributed to unrest prevented the CCP
from returning to the extent of press freedom before Tiananmen
Square, Deng did not return to the version of pre-reform infor-
mation control that relied on fear-based control of individuals’
everyday lives and instead quickly reversed the post-Tiananmen
crackdown on speech.

Instead, government policy evolved toward a censorship
strategy that attempted to minimize the perception of informa-
tion control among ordinary citizens while still playing a central
role in prioritizing information for the public. In essence, the
government strengthened mechanisms of friction and flooding
while for the most part staying out of the private lives of citizens.
A few years after the Tiananmen crisis, the CCP returned to
an apparent loosening of control, and commercialization of
the media resumed in the mid-1990s.26 After Deng’s famous
“Southern Tour” in 1992, meant to reemphasize the econ-
omy, broader discussions and criticisms of the state were again
allowed, even publicly and even about democracy.27

Even though the government did not revert to Maoist-era
censorship, the government tightened its grip on the media,
officials, journalists, and technology in a way that allowed
targeted control: by managing the gatekeepers of information,
the government could de-prioritize information unfavorable to

26 Zhao (1998b, pg. 47–50).
27 Ding (2001, pg. 33).



December 18, 2017 Time: 03:25pm Chapter3.tex

CENSORSHIP IN CHINA • 103

itself and expand its own production of information to com-
pete with independent sources. Even though the media had
already undergone significant commercialization, the govern-
ment strengthened institutional control over the media.28 First,
the CCP created stricter licensing requirements to control
the types of organizations that could report news. They also
required that journalists reapply for press cards, which re-
quired training in government ideology.29 Despite extensive
commercialization that created the perception among readers
that news was driven by demand rather than supply, the govern-
ment retained control over the existence, content, and person-
nel decisions of newspapers throughout the country, allowing
the government to effectively, if not always explicitly, control
publishing.30

Deng also strengthened control over Party propaganda and
strategies of flooding. In 1990, one of the Party’s leading news
agencies, Xinhua, was close to bankrupt.31 The government
proactively changed its propaganda strategies after Tiananmen
Square, adapting Western theories of advertising and persua-
sion, and linking thought work with entertainment to make it
more easily consumed by the public.32 After Tiananmen, the
CCP decided to instruct newspapers to follow Xinhua’s lead
on important events and international news, much as they had
done with the People’s Daily during the 1960s.33 In the 1990s,
the Party also renewed its emphasis on “patriotic education”
in schools around the country, ensuring that the government’s
interpretations of events were the first interpretations of politics
that students learned.34

28 Brady (2009).
29 Stockmann (2012, pg. 60).
30 Stockmann (2012, pg. 52).
31 Brady (2008, pg. 113).
32 Brady (2008, pg. 73).
33 Brady (2008, pg. 113).
34 Zhao (1998a).
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3.2 CENSORSHIP OF THE CHINESE INTERNET

During the period following the Tiananmen crackdown, China
witnessed the arrival of the web in 1995, which complicated the
government’s ability to control the gatekeepers of information
as channels of information transitioned from a “one to many”
model, where a few media companies transferred information
to many people, to a “many to many” model where everyday
people could contribute to media online and easily share
news and opinions with each other.35 Had the government
been worried about complete control over the information
environment, we would expect it to try to slow the expansion
of the Internet within the country. Instead, China actively
pursued it. The Chinese government aggressively expanded
Internet access throughout the country and encouraged online
enterprises, as the CCP saw these as linked to economic growth
and development.36

Yet as it was pursuing greater connectivity, the government
simultaneously developed methods of online information con-
trol that would allow it to channel information online. In 1994,
the government issued regulations for the Internet, concur-
rent with the Internet’s arrival in China, stipulating that the
Internet could not be used to harm the interest of the state.37
Immediately, the state began developing laws and technology
that allowed it more control over information online, including
filtering, registration of online websites, and capabilities for
government surveillance.

Descendants of the post-1989 period, the institutions that
now implement information control in China for both news
media and the Internet are aimed at targeting large-scale media

35 National Committee for Cadre Training Materials (2011, pg. 5).
36 Hong (2014, pg. 11).
37 “ ,” State Council,

http://www.lawinfochina.com/display.aspx?lib=law&id=12136&CGid=.
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platforms and important producers of information in both
traditional and online media to make it more difficult for the
average consumer to come across information that the Chinese
government finds objectionable. The CCP also retains control
over key information channels in order to have the capacity to
generate and spread favorable content to citizens. The CCP’s
direct control over these information providers allows them
the flexibility to make censorship restrictions more difficult to
penetrate during particular periods and to loosen constraints
during others. This censorship system is essentially a taxation
system of information on the Internet, allowing the government
to have it two ways: by making information possible to access,
those who care enough (such as entrepreneurs, academics, or
those with international business connections) will easily bypass
controls and find the information they need, but for the masses,
the impatience that accompanies surfing the web makes the
controls effective even though they are porous.

The Party’s primary avenue for influencing informa-
tion control is through the CCP Propaganda Department
( ), hereafter CCPPD. The CCPPD is the main
institution that monitors and devises strategies both for what
content should be censored and for what types of content
should be disseminated across all information media in China,
including the Internet, mobile phones, print publications, radio,
television, art, and education materials used in schools or voca-
tional training.38 The CCPPD can issue directives to gatekeepers
in any of these media, from TV producers to Internet content
providers to those in charge of education, to either censor or
spread particular types of information.

The CCPPD is the center of the Chinese information control
apparatus, but it delegates to a variety of smaller institutions
in the state branch of the government responsibility to carry

38 Shambaugh (2007).
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out censorship and propaganda in different media in China.39
The State Council Information Office ( ;
SCIO) and General Administration of Press and Publication
( ) are responsible for published media, including
the licensing of publishers and Internet publishers, monitoring
news and foreign journalists, and banning and pre-screening
books. The Ministry of Culture ( ) and the Ministry
of Education ( ) are responsible for regulation of the
arts and education, respectively. The Ministry of Industry and
Information Technology ( ) is responsible for
regulating the information technology industry. In 2011, the
State Internet Information Office was established specifically to
regulate content on the Internet.40 The CCP also has institutions
in charge of punishing those who violate information laws. The
Ministry of Public Security ( ), the institution that over-
seas the police, enforces censorship laws from violations of the
Internet laws to publishing licensing laws. The Ministry of State
Security ( ) is in charge of intelligence gathering,
which includes Internet surveillance that may be used to enforce
information control laws.41

In 2013, president Xi Jinping upgraded the State Internet
Information Office to create a new, separate administration
for regulating Internet content and cyberspace, called the
Cyberspace Administration of China ( ;
CAC), run by the Central Cybersecurity and Informatization
Leading Small Group ( ) and
personally chaired by Xi Jinping. Xi, allegedly worried that

39 Because there are many institutions with authority over various aspects of the
media, in practice this control can be redundant and fragmented. See Yang (2013)
for discussion.

40 Buckley, Chris, “China Sets Up Agency to Tighten Grip on Internet,” Reuters,
May 4, 2011, http://www.reuters.com/article/us-china-internet-idUSTRE7436SA20
110504.

41 SeeWang andMinzner (2015) for a description of the recent history of China’s
security apparatus.
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there were too many bureaucracies in control of regulating the
Internet,42 formed the CAC to streamline Internet control.43
Even though the CAC duplicates some of the responsibilities
of existing ministries for information control, the new admin-
istration also placed regulation of the Internet and the State
Internet Information Office directly under Xi’s control.44 The
CAC sought to more strictly enforce censorship online, includ-
ing shutting down websites that do not comply with censorship
regulations, and increasing the prevalence of the government’s
perspective online by digitizing propaganda. The creation of the
CAC shows the importance the Xi administration has placed on
managing content on the Internet.

The institutions described above use a variety of laws and
regulations to control information in their respective purviews.
In China, these laws tend to be relatively ambiguous to give the
state maximal flexibility in their enforcement. Censorship laws
disallow a wide range of political discourse, including anything
that “harms the interest of the nation,” “spreads rumors or
disturbs social order,” “insults or defames third parties,” or
“jeopardizes the nation’s unity.”45 Although, due to widespread
discussion of protest events and criticism of the government
online, the government cannot possibly (and likely would not
want to) arrest all those who violate a generous interpretation
of this law, these institutions keep a close watch particularly
on high-profile journalists, activists, and bloggers, developing
relationships with these key players to control content and

42 “ ,” , People’s Daily
Online, November 15, 2013, http://politics.people.com.cn/n/2013/1115/c1001-
23559689.html.

43 Alshabah, Nabil, “Information Control 2.0: The Cyberspace Administration
of China Tames the Internet,” Merics China Monitor, September 16, 2016,
http://www.merics.org/en/merics-analysis/analyseschina-monitor/information-
control-20.html#c15313.

44 Lam (2015).
45 “Falling Short: Appendix II: Media Law in China,” Committee to Protect

Journalists, https://cpj.org/reports/2008/06/12ii-2.php.



December 18, 2017 Time: 03:25pm Chapter3.tex

108 • CHAPTER THREE

arresting those they view as dangerous. These activities are
facilitated by surveillance tools that require users to register
for social media sites with their real names and require In-
ternet providers to keep records of users’ activities.46 Since Xi
Jinping became president in 2012, additional laws and regula-
tions have been written to prevent “hacking and Internet-based
terrorism.”47

The government keeps a much closer watch on the media
infrastructure itself than on typical citizens. The propaganda
department issues directives to the traditional media ordering
them either not to report on content or to promote particular
types of content. Online news portals are not allowed to post
news that is not from state news outlets unless they themselves
have a journalistic license from the state.48 The CCPPD issues
censorship directives to social media companies to filter con-
tent, ordering them to delete individual posts that are about
particular topics, most frequently topics related to collective ac-
tion, activists, pornography, or criticism of censorship.49 Some
websites automatically filter content by keywords, preventing
individuals from posting anything with a sensitive term before
the post is reviewed by censors. Online search providers, such
as Baidu and Yahoo, omit particular websites from being listed
when a user searches for sensitive words. This process, known
as search filtering, also occurs within social media firms, such as
Sina Weibo, which omits references to sensitive trending topics
and disallows users from searching for media posts that contain
particular terms.50

46 Deibert et al. (2010, pg. 465).
47 Lam (2015), see: http://www.npc.gov.cn/npc/xinwen/2016-11/07/content_

2001605.htm, http://www.gov.cn/jrzg/2012-12/28/content_2301231.htm.
48 Wang and Faris (2008).
49 See MacKinnon (2009); King, Pan and Roberts (2013, 2014); Cairns and

Carlson (2016); Miller (2017); Knockel, Ruan and Crete-Nishihata (2017) for a
discussion of what is censored.

50 For a discussion of search filtering and keyword blocking see: Ng (2013);
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Not only can the government order traditional media to
print particular articles and stories, but it also retains flooding
power on the Internet. The Chinese government allegedly hires
thousands of online commentators to write pseudonymously at
its direction.51 This so-called Fifty Cent Party, describedmore in
chapter 6, is an army of paid Internet commentators who work
at the instruction of the government to influence public opinion
during sensitive periods. In other work, we have shown that
these propagandists are largely instructed to promote positive
feelings, patriotism, and a positive outlook on governance and
are unleashed during particularly sensitive periods as a form
of distraction.52 This is largely in line with President Xi’s own
statements that public opinion guidance online should promote
positive thinking and “positive energy.”53 Other scholars have
posited that they are also sometimes instructed to defame ac-
tivists or counter government criticism.54

In the case of international websites, where the govern-
ment does not have the jurisdiction to directly control the
media, the Great Firewall,55 officially referred to by the Chinese
government as the “Golden Shield Project” ( ), blocks
particular websites from IP addresses within China, preventing
Chinese citizens from accessing websites the government deems
objectionable.56 The Great Firewall is sophisticated enough to
censor particular pages or images from being accessed in China

Knockel et al. (2015).
51 Han (2015).
52 King, Pan and Roberts (2017).
53 Bandurski, David, “The CCP’s Positive Energy Obsession,” China Media

Project, December 15, 2015, http://cmp.hku.hk/2015/12/15/chinas-obsession-with-
positive-energy/.

54 Han (2015); Bandurski (2008); Miller (2016).
55 The Great Firewall is under the purview of the Ministry of Public Security,

but the implementation of the Firewall is overseen in conjunction with the Ministry
of Industry and Information Technology. The CCPPD, public security, and other
government agencies provide directives to these ministries with instructions on
which sites should be blocked; see Tai (2014).

56 For a list of websites blocked in China, visit greatfire.org.
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and also includes surveillance capabilities by tracking requests
from computers inside China to foreign websites.57 It can also
throttle websites, making them slower, instead of censoring
them outright.

Because the government focuses control on gatekeepers of
information, rather than individuals, from the perspective of
an ordinary citizen in China the information control system
poses few explicit constraints. Street stands sell tens of different
types of newspapers, all competing for attention by pandering
to the consumer. It is not obvious what stories have been
redacted from the newspapers and which the editors have been
ordered to print. Internet access is widely available in China,
with a flourishing social media environment where even vitriolic
criticisms of the Chinese government are common. As I will
show in chapter 4, many Chinese citizens are not scared by
censorship. Censorship does not interfere with most citizens’
daily lives or perceived access to information. In fact, many
citizens do not even know that certain types of censorship exist.

For those who are aware of censorship and are motivated
to circumvent it, censorship poses an inconvenience rather
than a complete constraint on their freedom. Even though
some foreign websites are blocked, they can be accessed with
a VPN. Foreign newspapers and banned books can be bought
in underground bookstores or in Hong Kong. Social media
posts can be written with slightly different keywords to evade
censors who filter sensitive terms.58 For the well-educated, well-
to-do elite, censorship is annoying but rarely makes information
impossible to obtain. The porous nature of censorship allows
those who really care about finding the information to access it,
while effectively prioritizing information for those who are less
interested.

57 Tai (2014, pg. 68–69).
58 MacKinnon (2008); Hiruncharoenvate, Lin and Gilbert (2015); King, Lam and

Roberts (2017).
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That information can be accessed sidesteps many of the
trade-offs that were present in the Maoist era. The perception
that information control in China is porous means that many
citizens believe that they consume relevant information and
this in part prevents widespread backlash that more repressive
forms of censorship could create. Pervasive criticism of the
government online and in the international and domestic media
also provides the central government with access to informa-
tion about its own performance. The technical ability to access
information imposes fewer constraints on the economy than
complete inaccessibility of information would, as companies
and students can evade censorship to access information that
is central to their education, business, or research.

Yet, the system provides effective control of the typical per-
son. Typical citizens in China can access almost any information
that they want to access, if they can find the time and the
resources. But because they are uninterested in politics, busy,
and often unaware of the existence of alternative information,
most people in China do not go out of their way to find
information that is difficult to gain access to. Instead, they
consume information that is relatively easy to find, often that
which is prioritized by the information control infrastructure of
the government. The flexibility of the censorship system drives
a wedge between technologically savvy, politically interested
individuals who easily circumvent censorship restrictions and
those who are more affected by them.

This is not to say that the Chinese government has perfected
information control, or that its current strategy is without its
own trade-offs and risks for the government. First, any type of
censorship creates a drag on the economy. Many companies op-
erating in China have reported that information friction like the
Great Firewall has severe negative impacts on their businesses
because it limits access to technologies.59 Chinese websites are

59 Zimmerman, James, “Censorship in China Also Blocks Business Growth,”
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burdened with hiring censors, which makes them less competi-
tive in international business. For average citizens, even though
censorship is less observable than it might be under censorship
that employs high levels of fear, it is not without footprints.
When citizens run into traces of censorship, it can decrease
the legitimacy of the government regime and cause backlash,
as I will show empirically in the next chapter. In this way, the
government censorship regime can undermine its own stated
purpose.

For the government, the strategy of porous censorship also
entails risks precisely because it is possible to sidestep. Porous
information control relies on citizens to be indifferent enough
to be satisfied with the information the government prioritizes.
Certain types of events—such as financial crises, natural disas-
ters, or government scandals—may create sufficient incentives
for citizens to search out and find information that they other-
wise might not come across. Moments when enough citizens are
motivated enough to learn how to outsmart government media
control are those when the information management strategy
comes under the most pressure.

However, the Chinese government has come a long way
in managing information while avoiding many of its costs.
Comparing the information management strategy under Mao,
which micro-managed every aspect of citizens’ lives, to today
information management is less visible and less costly. Yet even
while minimizing the perception of control, the government
is able to wield significant influence over which information
citizens will come across. I turn to measuring how censorship
influences the spread of information in the subsequent chapters.

Wall Street Journal, May 17, 2016, http://www.wsj.com/articles/censorship-in-
china-also-blocks-business-growth-1463504866.
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CHAPTER FOUR

Reactions to Experience with Censorship

On December 20, 2010, Fang Binxing, the architect of the Great
Firewall, opened an account on Sina Weibo. Within minutes,
Sina Weibo users began following and commenting on Fang’s
wall, deriding the censorship mastermind and encouraging
users to “surround and watch” ( ), or subject him to public
scrutiny.1 Despite high-speed censorship of their comments,
these users got their point across, with comments such as: “Old
dog why don’t you die?” ( ), “Destined to be
nailed to the history of disgrace” ( ),
and “SB” (short for a Chinese curse word). Ridiculed, Fang
deleted his account and the comments with it within three
hours.2

The history of the Internet in China is littered with exam-
ples of simmering public resentment against censorship boiling
over publicly. In January 2013, journalists from the newspaper
Southern Weekly took to the streets to protest what they saw as
excessive censorship of a New Year’s editorial. The journalists
posted their concerns with censorship of the newspaper on their
Sina Weibo accounts, prompting petitions advocating more
freedom of speech that were circulated and signed by scholars,
students, lawyers, and intellectuals.3 In another example in

1 “ ,” , January 14, 2010, http://www.
infzm.com/content/40097.

2 “Netizens Force Fang Binxing ( ), Father of the GFW, Off of Sina
Microblog,” China Digital Times, December 20, 2010, http://chinadigitaltimes.
net/2010/12/netizens-force-fan-binxing-father-of-the-gfw-off-of-sina-microblog/.

3 “Special Feature: The ‘Southern Weekly’ Controversy,” Freedom House,
January 18, 2013, https://freedomhouse.org/cmb/2013_southern_weekly.
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2013, the Chinese government began blocking GitHub.com, an
American-owned website that allows computer programmers
to share code. Programmers around China protested the block
online, led by former China Google executive Kai-Fu Lee, whose
Weibo post concerning the block was forwarded 80,000 times:
“GitHub is the preferred tool for programmers to learn and con-
nect with the rest of the world. Blocking GitHub is unjustifiable,
and will only derail the nation’s programmers from the world,
while bringing about a loss in competitiveness and insight.”4

These examples are only a few among many in which aware-
ness of censorship in China has inspired widespread backlash
against the government. Censorship is costly to authoritarian
regimes because it can create anger and reduce trust among
the broader population, create economic inefficiencies, and
complicate government efforts to collect information from the
public. These costs have been exacerbated by the information
age because as more people participate online, more people have
firsthand experiences with censorship. Media training manuals
provided to government officials in China emphasize that one
of the main differences between online media and traditional
media is that anyone can participate: “The capacity of individ-
uals and societal organizations to broadcast has strengthened,
the number of people broadcasting information has increased
. . . everyone now has a microphone.” The expanded number of
people in the public sphere means that the structure of commu-
nication “has changed from ‘few to many’ to ‘many to many,’ ”
which means that a “small, mundane problem can quickly
escalate into a political problem.”5 Autocrats have historically
retained strict control over the few in traditional media, but
controlling the many in the digital age is more difficult.

4 Kan, Michael, “GitHub Unblocked in China after Former Google Head
Slams Its Censorship,” Computer World, January 23, 2013, http://www.
computerworld.com/article/2493478/internet/github-unblocked-in-
china-after-former-google-head-slams-its-censorship.html.

5 National Committee for Cadre Training Materials (2011, 5–6).
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Perhaps due to evidence of self-censorship of journalists,
activists, and academics,6 the academic literature has suggested
that self-censorship may be the primary form of government
control over the ordinary user of the Internet.7 Fear, unknown
threats, and arrests of typical citizens might persuade citizens
to restrain their speech online. The implication is that if the
government can be more threatening and make censorship
more constraining, it could increase control of information,
even in an online environment.

However, these common conceptions of the functioning of
censorship in China have overlooked the risks that widespread
repression entails for the government in the information age.
Deterrence must be observable to work and the expansion of
people involved in public discourse has reduced the credibil-
ity of government threats. Instead, potential backlash against
censorship can create unrest that reduces the legitimacy of
the regime. Thus, increases in observable online constraints
for everyday users can counterintuitively decrease rather than
increase control of information.

Aware of these costs, the government pursues two different
censorship strategies: one for typical Internet users and another
for activists, public opinion leaders, and journalists. For typical
Internet users, the government uses the strategy of porous
censorship to walk the fine line of controlling information while
preventing censorship from backfiring. The goal of this strategy
is to divert information with friction and through distractions
in the form of flooding. This form of control generally does not
make the information off-limits—typically it is still possible to
access. For individuals who are intent on accessing information,
porous censorship allows them to do so, limiting backlash and
allowing the government to plausibly deny interference. For

6 For discussions of self-censorship of journalists, activists, and academics see
Stern and Hassid (2012); Link (2002); Lee and Lin (2006).

7 Kalathil and Boas (2010, pg. 26), Wacker (2003, pg. 88).
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those who are indifferent, the logic of porous censorship relies
on citizens’ busy schedules, relative indifference to politics, and
numerous alternative sources of information and entertainment
in Chinese media, wagering that, for the most part, citizens are
not willing to go out of their way to gather information about
politics.

The government reserves more traditional fear-based censor-
ship strategy to target journalists, public opinion leaders, and
activists. Government training manuals show that the govern-
ment realizes that traditional media and a few public opinion
leaders can control the online agenda in China. During public
crises, the government advises focusing control over the news
media and key online social media stories.8 This, in turn, creates
a secondary friction and flooding effect on the average Internet
user by decreasing the prevalence of objectionable information
and steering the conversation away from topics that are less de-
sirable for the government without creating general awareness
of censorship. This two-pronged strategy of censorship drives
a wedge between key public opinion leaders and the public.
Because these different groups experience different censorship
tactics, the public is more likely to believe that key public opin-
ion leaders are similarly unconstrained in posting and accessing
media online.

In this chapter, I first describe China’s two-pronged strategy
of censorship, in particular how typical Internet users are less
likely to be targeted with fear-based censorship than journal-
ists, activists, and key opinion leaders. Using surveys, online
experiments, and a unique set of social media datasets, I show
that, despite government efforts to signal to the public the
consequences of spreading sensitive information online, fear-
based methods of censorship do not deter much of the large
online population in China, which is accustomed to regularly

8 National Committee for Cadre Training Materials (2011).
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reading and discussing political information. Signals that par-
ticular information is off-limits do not persuade online users to
avoid the topic. In fact, for ordinary citizens who consume and
produce political information online in China, experience with
censorship and awareness of censorship negatively affects their
opinion of the state and may even make them more likely to
read and write about topics that are viewed by the state as more
sensitive, as they are alerted to topics the Chinese government
deems dangerous.

4.1 CHINA’S TARGETED CENSORSHIP STRATEGY

As Internet use has expanded in China, the Chinese govern-
ment has made efforts to minimize its potentially destabilizing
political impact. Laws that govern Internet activity specify that
a wide variety of information is not allowed to be written or
re-shared on the Internet, including information that “harms
the interest of the nation,” “spreads rumors or disturbs social
order,” “insults or defames third parties,” or “jeopardizes the
nation’s unity.”9 These regulations are sufficiently ambiguous
that they give the state considerable leeway on the types of
people they can punish for online behavior.

These laws apply to all Internet users, but journalists, ac-
tivists, academics, and public opinion leaders are more likely to
be punished than typical users of the Internet, even if they write
similar information. In the recent crackdown on online rumors,
many of those arrested were high-profile Internet users who
hold disproportionate sway over the online community or were
already involved in offline activities the CCP would consider
subversive. Some Internet laws even state that information that
is re-shared many times is more likely to be considered criminal

9 “Falling Short: Appendix II: Media Law in China,” Committee to Protect
Journalists, https://cpj.org/reports/2008/06/12ii-2.php.
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by the government, thereby targeting higher-profile social me-
dia users whose posts are more likely to be re-shared.10 In one
recent prominent example, Charles Xue, a Chinese businessman
who was famous for his liberal commentary on social media and
had more than ten million social media followers, was arrested
in August 2013 and detained for almost eight months. Three
weeks before his arrest, Xue and other prominent microbloggers
attended a meeting where they were warned about the “social
responsibilities of Internet celebrities,” which included spread-
ing positive messages on Weibo instead of negative messages.
The government accompanies arrests with efforts to discredit
these high-profile individuals—Charles Xue was arrested for
and later confessed publicly to soliciting prostitutes.11

The government targets high-profile journalists, academics,
and social media users in a way that obscures fear-based cen-
sorship to the rest of the online community. Individuals who
have been subject to government censorship report experience
similar to that of Xue’s of being “invited to tea” by government
officials, where they are sometimes asked for information, told
to write or not write about certain topics, and offered threats or
rewards for particular types of behavior. These private, targeted
conversations are likely more influential because they are more
credibly threatening—if the government is willing to sit down
to tea with you, they not only care sufficiently to do something
about your behavior, but can track you down. Because these
conversations are private, they can also be concealed from a
larger public who might object to such repression. Although
even previously detained microbloggers sometimes show sur-
prising persistence in continuing to write about topics that are

10 “New Rules Create Online Rumor Straitjacket,” Xinhua, September 9,
2013, http://news.xinhuanet.com/english/china/2013-09/09/c_125354622.htm.

11 Feng, Wang, “Outspoken Chinese American Investor Charles Xue Detained
in Beijing ‘Prostitution Bust’,” South China Morning Post, August 25, 2013,
http: //www. scmp . com/news / china-insider / article/1299448/outspoken-chinese-
american-investor-charles-xue-detained-beijing.
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off-limits,12 we would expect that targeted individuals will be
more likely to self-censor than those who do not feel singled out
by the government.

However, for most people who violate these broad Internet
laws in China, there is no punishment at all—thousands of social
media users daily write content that could be considered in
violation of these laws, and the vast majority of them are not
punished. Fear for the typical Internet user is the knowledge
that such enforcement could happen at any time, though for
all practical purposes it is extremely unlikely. The Chinese
government’s own training manuals on how to control public
crises provide evidence that it strategically uses targeted fear-
based censorship of the media to control public crises on social
media, rather than attempting to micromanage typical Internet
users. Aware that they cannot control all social media users,
the government warns against ignoring or disrespecting average
citizens’ opinions and encourages authorities to avoid ignoring
the issue.13 Focusing on controlling traditional media and public
opinion leaders, who can set the agenda, rather than on control-
ling typical social media users, can lead the conversation away
from what is off-limits, but also will avoid incurring the large
costs of widespread censorship documented in this chapter.

In recent years, China has sought to strengthen the credibility
of the enforcement of these censorship laws for Internet users.
First, to improve surveillance of Internet users, the government
has begun to require that users provide official identification

12 For example, Wang Gongquan, a microblogger whose account with more
than one million followers was shut in 2012 and who himself was arrested for
four months at the end of 2013, reactivated his account right after returning
from prison, posting about his time in jail and attracting over 10,000 follow-
ers in one day before it was shut down (Wertime, David, “Wang Gongquan:
The mysterious return of the microblogger,” Sydney Morning Herald, January
31, 2014, http://www.smh.com.au/world/wang-gongquan-the-mysterious-return-
of-the-microblogger-20140131-hvamg.html).

13 National Committee for Cadre Training Materials (2011).
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when they register for social media accounts. In 2012, Sina
Weibo, China’s largest microblogging platform (similar to Twit-
ter), began to require real name registration for users.14 In 2015,
real name registration became required on all Chinese social
media sites.15 Real name registration in combination with more
invasive surveillance technologies make government efforts to
hold Internet users accountable for their online actions more
credible, since users can more easily be tracked and identified.
These types of surveillance may increase in the future as the
government is experimenting with more detailed tracking of
users and online credit scores.16 Better surveillance could allow
the government to more credibly use fear on China’s large
Internet population.

Second, the government has increased the frequency of ar-
rests of social media users. In 2013, under the new President
Xi Jinping, the Ministry of Public Security conducted a cam-
paign cracking down on online “rumors” and other information
deemed illegal in China. Although many of the targets were
famous microbloggers as described above, the crackdown also
involved some typical Internet users who were thought to be
spreading misinformation.17 Exact estimates of the number of
people arrested are unknown, but many suspect that during the
crackdown thousands of people were arrested for their online
writing.18

14 Fu, Chan and Chau (2013).
15 Chin, Josh, “China is Requiring People to Register Real Names For Some

Internet Services,” Wall Street Journal, February 4, 2015, https://www.wsj.com/
articles/china-to-enforce-real-name-registration-for-internet-users-1423033973.

16 Chin, Josh, and Gillian Wong, “China’s New Tool for Social Control: A Credit
Rating for Everything,” Wall Street Journal, November 28, 2016, https://www.wsj.
com/articles/chinas-new-tool-for-social-control-a-credit-rating-for-everything-
1480351590.

17 “ ,” , September 5, 2013, http://www.
infzm.com/content/93974.

18 Wee, Sui-Lee, “Chinese police arrest 15,000 for Internet crimes,”
Reuters, August 18, 2015, http://www.reuters.com/article/us-china-Internet-
idUSKCN0QN1A520150818.
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However, even with real name registration and increasing
numbers of arrests, enforcement against all users who violate
China’s broad Internet laws is difficult for the government,
and this difficulty creates protections for Internet users on the
Chinese web who push the limits of censorship. Because mil-
lions of users share political information with one another every
second on the Chinese Internet, users are—at least for now—
shielded by themasses from being the target of the government’s
censure, even if the government has perfect information about
what each individual is writing, reading, and sharing online.
Later in this chapter, I describe the behavior of typical Chinese
Internet users when they experience censorship, either when
they are consuming online content, or when they are posting.
I find that signals of censorship do not deter the production or
consumption of information, as one might expect if Internet
users were indeed frightened by Chinese Internet repression.
Instead, such experience undermines the Chinese government’s
online censorship laws and can inspire more criticism and
discussion of sensitive issues online in China. If the Chinese
government were to engage in widespread fear tactics online in
the future, it would also have to deal with the very real possibility
of widespread backlash.

4.2 THE COSTS OF OBSERVABLE CENSORSHIP

In this section, I show that users who experience censorship
are more likely to be angered or intrigued by the experience
than to be fearful of government reprimands. In the empirical
tests below, I study instances where Internet users run into
observable censorship on the web. Measuring individual reac-
tions to experience with censorship is difficult, as it requires
simultaneously measuring censorship and observing how citi-
zens respond. First, I study pairs of similar social media users
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who shared identical posts, but where one was censored and the
other was not. I find that experiencing censorship does not cause
users to avoid the censored topic; if anything, they interact more
with it—writing more about the topic and complaining about
government censorship policies. I also provide survey evidence
that corresponds to this behavioral evidence: social media users
do not report being fearful after having a social media post
removed by the censors, but instead report anger or indifference.

Next, using a lab experiment conducted in China, I study
what happens when consumers of social media observe cen-
sorship online. I find that when consumers click on a link
that redirects to a censored error page, they seek out more
information about the topic and are subsequently less likely to
support government censorship policies.

The following studies do not provide evidence that self-
censorship in China does not exist. Certainly some individuals
fear to write about particular topics online because of the risk
of repercussions. What the findings in this chapter do show
is that when censorship is obvious to citizens, they may push
back against the government. The results suggest that draconian
methods of censorship could negatively affect government legit-
imacy. They also explain why the government primarily targets
gatekeepers of information, such as journalists, activists, and
users with many followers, but for the most part has avoided
directly threatening the typical user with fear-based methods of
censorship.

4.3 MATCHED COMPARISON OF CENSORED AND
UNCENSORED SOCIAL MEDIA USERS

How does experience with censorship affect social media users’
perceptions of the government? One way that social media
users may experience censorship is when their own social media
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posts are deleted by government censors. Government directives
issued daily to social media sites indicate what types of topics
should be deleted from social media websites. Censors at the so-
cial media company then delete individual posts in accordance
with the directive. A user who experienced censorship by having
their post deleted receives a signal of the kinds of topics that the
government currently considers too sensitive for the Internet.

If social media users believe that they could have their ac-
count blocked, be the subject of a police visit, or at worse
jailed if they continue writing on that topic, then they might
take the signal of censorship as an indication that they should
avoid that topic in future writings. Experience with censorship
could cause a chilling effect if the user perceives censorship as
a wider signal of a government crackdown. If, however, social
media users do not feel that punishment of continued writing
on the censored topic is likely, censorship could be a signal of
government weakness, of what the government fears, or that
the government objects to social media users’ opinions, and it
may instead motivate the social media user to write more on the
topic.

4.3.1 Research Design and Social Media Data

We cannot simply compare users who were censored to users
who were not censored to understand the impact of censor-
ship. Users who are censored write about different topics and
have different opinions than users who are not censored, and
therefore we would likely be measuring the differences between
those groups of people rather than the impact of censorship.
A perfectly scientific approach to test how users respond to
experience with censorship would be to conduct an experiment
that randomly assigns censorship to a set of individuals to see
how they react. A randomized treatment and control group
would ensure that, on average, there were no other differences
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between those who were censored and those who were not cen-
sored that might explain the response to censorship. However,
randomly administering censorship on the Internet for research
purposes without the consent of users would be unethical to
implement.

With observational data, however, we can approximate such
an experiment. I find instances where two social media users
write identical or nearly identical posts, where one was censored
and one was not.19 I ensure that they are similar in all other
observable respects, including how frequently they post and how
frequently they are censored. Using this “matched pair design”
allows me to compare the subsequent writings of the matched
pair to estimate the impact of censorship.

To find matched social media users, I use a dataset of Weibo
posts that was collected and made available by Fu, Chan and
Chau (2013). Fu, Chan and Chau (2013) created a list of Weibo
users with more than one thousand followers using the Sina
Weibo User Search Application Programming Interface (API),
and then followed these users throughout 2012. Their project,
Weiboscope,20 provides data for 14,387,628 unique users during
this period.

The Weiboscope project collected the microblogs from each
of the users’ timelines in almost real time—before the censors
had a chance to remove them—and also revisited each users’
previous posts at least once a day, and frequentlymore than once
a day, to record whether the post had been censored. If the post
was removed, the authors documented the last time the message
was seen before it was removed.21

19 Miller (2017) shows that censors maymiss posts because they are overwhelmed
or deliberately thwarting censorship directives.

20 http://weiboscope.jmsc.hku.hk/datazip/.
21 They also documented the error message related to the removed post. From

the authors’ own experiments, “Permission Denied” indicates that the post had been
censored, whereas “Weibo does not exist” usually indicates government censorship
but could also mean that the post had been deleted by the poster. While the team
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The Weiboscope data provides an almost ideal dataset to
test netizen reactions to censorship because many users were
followed over a relatively long time. The approximate date and
time of censorship is known, revealing the approximate time
that users were “treated” with censorship.

To find matched users, I first preprocess the entire dataset by
removing all non-textual data from the microblogs, including
emoticons and user names. After preprocessing, I find all pairs
of posts with identical text, but with different censorship sta-
tuses. I require that matches have more than fifteen characters
to ensure that two identical posts do not have different mean-
ings because of their context, such as posts that only include
short context-dependent phrases such as “reposting Weibo”
( ). To further ensure that the posts were written in the
same context, I require that the matched posts were posted on
the same day.

The removal of social media posts by the censors happens
very quickly in China, as reflected inWeiboscope data. The data
indicate that 14 percent of the censored posts were not seen
after they were first collected; that is, they were deleted before
the automated scraper had time to return to them. Half of the
censored posts were last seen only a half day after they were
first posted and then were removed from the web. More than 80
percent of censored posts were last seen less than two days after
they were written. However, for a few posts, censorship occurs
significantly after the posts were written. Since I want to study
the reaction of Weibo users to censorship and Weibo users are
more likely to notice censorship the more quickly it happens, I
remove all matches where the censored post had not yet been
censored more than two days after posting.

anonymizes the identity of the user, they include a subset of information about the
user, including whether the user was “verified.” Verified users onWeibo are typically
those whose identity has been verified by the online platform and are typically the
most prominent or famous users, who have more followers.
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I ensure that the matched users wrote posts with similar
sensitivities in the past. I calculate the censorship rate for each
user before they wrote the matched post. Using matching,22 I
remove pairs where the overall historical censorship rate and
censorship rate in the most recent ten-day time period are
very different for the two users. This ensures that users in my
final group of matched posts will both have experienced similar
amounts of censorship overall and will have similar recent
experiences with censorship.

In addition to censorship history, I ensure that other at-
tributes of the paired users are similar. Since verified users,
who are typically more famous and have more followers, may
be more salient to censors than users who are not verified,
I only consider matches where matched users have the same
verification status. The Weiboscope data also indicate whether
the Weibo post contains an image: I match on the inclusion or
exclusion of an image in the matched post.

With these restrictions, I find 174 matched posts, or 87 pairs
of posts, one censored and one not censored, written by similar
users. Matches appear in each month of 2012. Within each
match, the users wrote identical posts (usually both reposted
the same post) on the same day, have similar censorship histo-
ries, and have identical verification statuses. The matched posts
discuss topics that we would expect to be censored during this
time period, including posts about activists and human rights
lawyers, posts describing the corruption of top leaders, posts
describing land demolitions and subsequent protests, posts re-
garding protests in Hong Kong, posts mentioning the leaked
online sex video showing official Lei Zhengfu, and many posts
that talk about the removal of then Chongqing Party Secretary
Bo Xilai from the CCP. Some matched posts are also complaints
about censorship, ranging from complaints about censorship

22 Iacus, King and Porro (2009).
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of investigative journalism, to complaints about the deletion
of microblogs, to complaints about the censorship of scenes of
nudity in the screening of the film Titanic in 3-D.

4.3.2 Do Weibo Users Persist after Censorship?

Using these 174 matches, we are interested in analyzing how
the censored user’s behavior after being censored differed from
the behavior of the similar user who posted the same content
but was not censored. I test their reaction to censorship using
four metrics: (1) How similar are their subsequent posts to the
censored post? (2) How likely are they to use sensitive words
after censorship? (3) How likely are they to complain about
censorship after being censored? (4) How likely are they to be
censored after the matched post?

Similarity of Posts to Censored Post

First, I test whether the users persist in talking about the
censored topic. Do censored users take government censorship
as a signal that they should avoid a topic, declining to write
further about that topic and self-censoring? Or do they take
government censorship as a signal of the topic’s importance and
persist in writing about the topic more than their uncensored
counterparts?

Because the posts from the matched pairs cover a wide range
of topics, we cannotmeasure simply whether the censored group
or uncensored group talks more about one particular topic
after censorship. What we want to measure is how similar the
posts they write after censorship are to the matched post. If the
censored group self-censors, we would expect them to avoid
the topic of the particular post of theirs that was censored.
If they rebel, however, we would expect them to continue to
write about it.
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To measure similarity between the text of the censored post
and the subsequent posts, I use a measure of string similarity
that estimates the number of overlapping pairs of characters
between each of the users’ subsequent posts and the matched
posts.23 String similarity of 1 means strings are identical, string
similarity of 0 means they have no overlapping sets of two
consecutive characters. The more overlapping characters the
two strings have, the higher their similarity.

I chose this method because it is very simple and transparent,
and it corresponds with words in Chinese, which are typically
two characters long. It also is correlated with censorship—
having a higher string similarity with the censored post increases
the likelihood the post is missing. For each user in the matched
dataset, I measure string similarity between the matched posts
and each post that the user wrote during the period from
ten days before to ten days after the match. Figure 4.1 plots
average string similarity for matched censored and uncensored
users by time before and after the post. Although the censored
group does talk slightly more similarly to the matched post than
the control before censorship, this, difference increases after
censorship. The censored group writes more similarly to the
matched post than the uncensored group does after censorship,
even accounting for the small differences between the two
groups before.24 Being censored, at first glance, seems to inspire
as much or more writing similar to the censored topic rather
than a trend away from that topic.

Use of Sensitive Words

String similarity is a useful metric in this context because short
posts such as microblogs that display high levels of similarity

23 I use the string kernel similarity measure from the kernlab package in R.
24 The difference-in-difference estimate of treatment after censorship on text

similarity is positive and significant. Including user fixed effects and other controls
also produces a positive estimate.
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Figure 4.1: String similarity to matched post (censored users -
uncensored users). Censored users are as or more likely to write posts
similar to the matched post after censorship than uncensored users.

are also typically quite similar to each other in terms of topical
content. However, it could be that the similarity that we are
measuring is not related to the topic of the matched post, but
rather the similarity is because of the ancillary words within
the post. To ensure that we are measuring similarity of the
sensitive content of the matched post, I estimate the words
that most predict censorship in the matched posts by taking
the one hundred words that are most related to the matched
posts in comparison to a sample of uncensored posts written
by the users.25 These words are highly predictive of censorship

25 This is measured by estimating the words with highest mutual information in
the matched posts in comparison to a random sample of uncensored posts from the
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Figure 4.2: Sensitive words in posts, normalized (censored users -
uncensored users). Censored users are as or more likely to use sensitive
words after censorship than uncensored users.

and include such words as “punishment,” “representatives,”
“miscarriage of justice,” “stir up chaos,” and “overthrow.” For
each post the users wrote in the ten days before and after
censorship, I measure the number of times the user mentions a
word within this list and divide by the post length to standardize
across posts.

Figure 4.2 plots the average proportion of each post that
is one of these one hundred words. Whereas on average the
censored and uncensored groups use the words similarly before
the matched post, the censored group is more likely to use these

same time period; see Manning, Raghavan and Schütze (2008). A list of these words
are included in the appendix.
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words after censorship, even though they had received a signal
that these words are off-limits.26

Complaints about Censorship

Does the censored user complain more about censorship than
the uncensored user? To study this, I sampled three thousand
social media posts from the users on the second, third, and
fourth days after the matched post. For each post, I recorded
whether the post contained a complaint about censorship.

Censored users were twice as likely to complain about cen-
sorship after the matched posts than uncensored users—1 in
62 of the posts of the censored users complained explicitly
about censorship, whereas only 1 in 100 of the posts written by
uncensored users complained about censorship. This provides
evidence that the censored users did indeed notice the cen-
sorship, as they talk about that experience in their subsequent
posts. It also indicates that they feel more rather than less
empowered to object to censorship directly to their censors after
experiencing censorship.

Censorship Rate after Matched Post
Even though the censored and uncensored groups have identical
censorship rates before the matched posts, the censored group
was more likely to be censored in comparison to the uncensored
group after writing the matched post. Figure 4.3 shows the
before and after missingness of the posts. Although part of this
effect may be due to the topical persistence of the censored
group, these differences in censorship after matchingmay be too
stark to be completely explained by the fact that the censored
group tends to continue talking about the topic more than the

26 The difference-in-difference estimate of treatment after censorship on sensitive
word use is positive and significant. Including user fixed effects and other controls
also produces a positive estimate.
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Figure 4.3: Censorship rates (censored users - uncensored users).
Censored users are more likely to be censored after censorship than
uncensored users.

uncensored group. I expect that the differences in censorship
rates are partly due to increased attention by the censors, who
may be flagging users after censoring them. This makes the
results even more striking, since users are not only persisting
after being censored, but are persisting in talking about the
same topic in the face of increased scrutiny by the censors.27
It also suggests that users who have been censored in the past
subsequently become more targeted by the censors, providing

27 The difference-in-difference estimate of treatment after censorship on missing
posts is positive and significant. It is robust to including user fixed effects and other
controls.
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evidence that censorship focuses on those who the censors
believe are more likely to disobey the rules.

4.3.3 Case Studies “Weibo is Democracy!”

Why would the censored group persist in writing about the
censored topic when they have just received a signal that the
topic is off-limits and they are under heightened scrutiny by the
censors? A closer look at a few censored individuals provides
some insight into the thought process of the censored users.
Take thematch betweenUser Zhang andUser Liu.28 User Zhang
and User Liu both shared identical posts on the same day,
“voting” for a decrease in censorship of the Internet. User Zhang
was, ironically, censored, while User Liu was not. Whereas User
Zhang posted about the Internet only four times in the ten
days before the post, he has twelve posts in the ten days after
censorship that mention the Internet, six of which occur the day
after he was censored.

Why would User Zhang be so relentless? User Zhang opposes
censorship so strongly that he will do everything to defy the cen-
sors. He sees censorship as an indication that the government is
trying to cover up corruption—he sees censorship as the direct
result of corrupt officials. In the few days after being censored,
User Zhang shares:

“It’s because the corrupted officials are worried that Weibo
will spill all their (negative) secrets, so they try to shut everyone
up, it’s useless.”

28 Names are pseudonyms; Weiboscope does not provide user names.
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“Online anti-corruption, although we lost today, but we will
have the victory tomorrow. Everyone is corrupted, if you don’t,
you can’t survive in the government.”

User Zhang’s match, User Liu, also frequently writes about
corruption and the rule of law in China. User Liu also opposes
censorship, having written an identical post to User Zhang
“voting” for a decrease in censorship on the Internet. However,
User Liu is not reminded of how much he hates censorship
because, unlike User Zhang, his complaint was not censored.
User Liu therefore writes fewer posts about the Internet in the
period directly following the match.

In another example, User Zhu is censored when he posts the
following text about Lei Zhengfu, the Party official who was
caught on video with an eighteen-year-old woman, suggesting
that users watch the pornographic video:

“Chongqing Comrade Lei Zhengfu, please tell me it isn’t so! A
senior investigative reporter reported that the Chongqing Beibei
District Secretary Lei Zhengfu (at the department level), had an
improper relationship with an Chongqing city, Kaixian county
18 year old woman Zhao Hongxia and used his power to arrest
Zhao Hongxia to try to seal it. One person’s ability is limited,
can’t validate the authenticity of the picture, everyone’s eyes are
good, we invite all the Internet users to try together!”
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Despite being censored, User Zhu writes more about the
scandal after censorship than before, outpacing his uncensored
match who shared the identical post, User Li. Why is User Zhu
so persistent? In User Zhu’s own post, written after he was
censored:

“Weibo is democracy! The appearance of Weibo (the Chinese
version of Twitter) completely overturns the public opinion
structure in China, everyone can express their opinion, and it
will escalate instantly and infinitely, all the traditional media
are following Weibo to make stories. Weibo itself has a ‘self-
cleansing’ function, myths will be busted by the truth, so don’t
block Weibo, give the Internet users enough freedom, the gov-
ernment does not have to worry about revising the law, and
the media don’t have to appeal for freedom of information, the
Commission for Discipline Inspection can step down.”

In essence, the act of censorship has been interpreted by this
user as weakness—social media expresses truth and to censor
social media is to hide the truth. In the ten days before the
matched post, User Zhu’s censorship rate was zero percent,
the same as his match User Li. However, in the ten days after
the matched post, User Zhu’s censorship rate skyrocketed to
33 percent, while User Li’s increased only to 4 percent. Despite
being flagged by the censors, User Zhu persists, continuing to
talk about the political topics he believes are important and
criticizing censorship itself.



December 18, 2017 Time: 04:58pm Chapter4.tex

136 • CHAPTER FOUR

4.3.4 Survey of Internet Users in China

Why does experience with censorship embolden social media
users and cause them to complain about their repression, despite
increased scrutiny from government censors and indications
that their writings are off-limits? Clearly, for the producers
of online media studied in this section, the small increase
in the probability of government reprisal was outweighed by
countervailing forces that cause Internet users to persist in
speaking about the topic that initially interested them and in
some cases to write more about politically sensitive information
in China.

To verify that the results presented here generalize to a
broader population, following Dickson (2016, pg. 71–72), I
included a question in a representative survey of urban residents
in China conducted in the summer of 2015, asking respondents
who were Internet users whether they had experienced censor-
ship in the form of deletion of a social media post, removal of an
account, not being able to post, or not being able to search for
a term.29 Eleven percent of the respondents admitted to having
experienced one of these forms of censorship. Respondents were
then asked: “Whether or not you have experienced [these forms
of censorship], if you had experienced them, how would you
feel?” Respondents were then given a set of emotions, from
which they could choose none, one, or more than one.

The survey results presented in table 4.1 indicate that censor-
ship does not inspire much fear. Very few of the respondents
indicated that they would be worried or fearful after experi-
encing censorship—only 5 percent of all Internet users and
7 percent of users who admitted to having experienced cen-
sorship said they would be worried or fearful. The largest
proportion of users said that they wouldn’t care, 35 percent of
all Internet users and 41 percent of those who had experienced

29 More information about the survey methodology is provided in the appendix.
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Table 4.1: Emotional reactions to censorship, urban survey in China.

All users Users with censorship
experience

Wouldn’t care 0.35 0.41
Angry or extremely angry 0.23 0.36
Sad 0.12 0.38
Worried or fearful 0.05 0.07
Proud or would brag to friends 0.03 0.10
Happy 0.00 0.00
Didn’t answer 0.34 0.05

censorship. More than being fearful, users reported that they
would be angry—23 percent of all users and 36 percent of users
who had experienced censorship said they would be angry or
extremely angry. This suggests that social media users could be
pushing the limits of censorship because they disagree with it
and hope to undermine it. Interestingly, the survey evidence in-
dicates that the distribution of respondents’ expected emotions
among those who have experienced censorship and those who
have not are similar, suggesting that the results in this study are
more broadly applicable to the population of users who do not
regularly post sensitive material online.

4.4 AN EXPERIMENTAL STUDY OF CONSUMERS OF
SOCIAL MEDIA

Last, I study how online consumers of information react when
they come across censored information. Although censorship in
China is less obvious to consumers of social media than it is to
producers, occasionally a consumer will come across a censored
page. One way observation of censorship occurs is through a
link, when a page that the person is visiting links to a page
that has been censored. When the consumer clicks the link, the
user will be taken to an error page generated by the Internet
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We’re sorry, the page you
wanted to access does not
exist or has been deleted!

Figure 4.4: Error page indicating that a post has been removed, from
sina.com.cn.

content provider instead of the page with the original content.
An example error page is displayed in figure 4.4.

Another way consumers of social media can observe cen-
sorship is within a forum or a discussion thread. When posts
are censored within a forum, the content of the individual
comment is removed, but the rest of the conversation still exists.
Therefore, the user will see a removed post where the original
post once stood. This can also occur on Sina Weibo, where
sometimes when an individual post is removed, the rest of the
thread remains uncensored.

Does the observation of censorship influence the likelihood
that sensitive topics will be read? When consumers come across
a censored page, they can often guess the topic of the censored
post because of the context of the censorship. For example, if
the user clicked on a link to a censored page, the title of the
link will often give an indication of what the original post was
about. Within a forum, consumers of information will see the
discussion surrounding the missing post, and therefore may be
able to guess the topic of the post’s content, even though it is
missing.

The observation of censorship may be a signal of what
information that the government views as “in bounds” and
thereby may affect the behavior of individuals. Many scholars
have posited that authoritarian governments signal to citizens
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what they should be consuming and talking about and that
these signals affect citizen behavior. For example, Singapore
uses “out-of-bounds markers” to indicate what should and what
should not be discussed.30 Brady (2009) posits that a similar
information control strategy is used in China, where “frames”
or information norms show by example what should and should
not be discussed in public. A netizen might observe censorship
and infer Party guidelines, following the Party’s lead in what
information she should be consuming online. If the public does
take the signal of censorship as an indication of what it should be
consuming, we would expect this to have an important impact
on the spread of information.

If consumers of information sometimes happen upon indi-
cations of censorship in social media, how do they react? If
the consumer is primarily acting on fear or on the realization
of norms produced by the censored post, interaction with a
censored post will cause the reader to avoid further interac-
tion with the topic. On the other hand, if censorship creates
countervailing signals that undermine government legitimacy
or enhance readers’ curiosity, it might instead pique readers’
interest, drawing them to more posts about the same topic and
undermining the legitimacy of the government. These basic
questions motivate an additional test: an experiment on the
influence of awareness of censorship on consumers of social
media posts in China.

Experimental Design

I conducted an experiment to study how consumers of social
media posts react to censorship with two universities in China

30 Benner, Tom, “Singapore’s new generation wants a kinder, chiller country,”
Global Post, August 12, 2015, https://www.pri.org/stories/2015-08-12/singapores
-new-generation-wants-kinder-chiller-country.
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students at over the summer of 2013. Students were given a
computer, either a laptop in a coffee shop or a computer in a
lab setting, and were given access to the Internet. They were
provided with a list of social media posts in a blog aggregator
that I designed for the study. They were told to read whichever
posts interested them, and told that they would be asked a
few questions about the blogs they read after five minutes of
reading, but they were not expected to cover all blogs or all the
blog topics. The subjects were aware that their actions online
were being watched, as the description of the process indicated
that their behavior online was being recorded, simulating an
environment of surveillance.

The social media posts covered four different topics about
ongoing events in China: (1) protests over the construction of
paraexlyne (PX) plants in Yunnan, (2) protests in Hong Kong
against the Chinese government, (3) a scandal alleging that a
Chinese Communist Party official’s son, Li Tianyi, was involved
in the gang rape of a woman, and (4) blogs speculating that
the Chinese economy would soon descend into an economic
crisis similar to the one that had occurred in the United States.
Because this study was conducted within China, more sensitive
topics could not be used, but pre-testing of the experiment
suggested that these were all topics Chinese citizens expect to be
sensitive and could be censored. All blogs within the study ex-
isted online and had not been censored at the time of the study.

Students were asked to read blogs that interested them and
then told that they would be asked a few questions. They could
judge which social media posts might interest them because the
title of the post was displayed on the main page of the aggrega-
tor, and each title contained information that would allow them
to determine the post’s topic. It was clear that they could not
cover all topics or read all posts during the time allotted.

For the treated group, the first post the reader clicked on
in a randomly selected topic would not link to the blog itself,
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but instead to the error page associated with the blog’s Internet
content provider, indicating censorship. The student would
then return to the blog aggregator and choose another post to
read. For the control group, all links on the main page would
direct to the full content of the post, and not to an error page.

The question of interest was: How does the experience with
censorship influence the topic the reader selects next? Is the
reader less likely to pick a post on that topic because she has
received a signal from the government that that topic is off-
limits? Tomeasure this, I installed technology within the website
to track the behavior of each individual. I could therefore
observe when an individual was treated with a censored link
and which link she decided to click on after encountering the
censored page.

A comparison between the group that encountered censor-
ship when they clicked on their initial topic of interest and those
who did not encounter censorship on that topic is the causal
effect of the awareness of censorship on the reader’s consump-
tion decisions. If the censored page created mainly fear and
anxiety, we would expect participants to avoid the censored
topic in the post they selected subsequently. If the censored page
inspired curiosity or indignation, however, we would expect
participants to be equally or even more likely to click on the
censored topic. Finally, for those who were treated with cen-
sorship at some point during the course of their time on the
blog aggregator, we can study how this affected their opinions
on the validity of government censorship to explore how the
observation of censorship affects government legitimacy.

Results: Participants Compensate for Censorship

The vast majority of the subjects recognized the error page
as censorship. The last question in the survey following the
experiment presented a screenshot of the censorship error page
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to the participants and asked them what they thought this error
page indicated. An overwhelming 84 percent of the respondents
said that the page was due to purposeful deletion of posts.
Treatment was also successfully randomized—there was no
difference between treated and control among other observed
demographic covariates.

Censorship did not dissuade people from readingmore about
the same topic—instead it made people more interested in the
topic. To estimate how the observation of censorship influenced
readers in themost rigorous way possible, I selected the first post
each participant had clicked on as the treatment post. This helps
control for initial interest in the post, as presumably readers
initially pick the topic that they are most interested in. The
dependent variable of interest is whether the second post the
participant clicked on discussed the same topic, or a different
topic than the one that was initially deleted.

As shown in figure 4.5, readers who first clicked on a censored
post were more likely to click on a post within the same topic
next than those who first clicked on an uncensored post. This
indicates that readers were not deterred by censorship, for if
they were they would be less likely to click on the same topic
having observed censorship. In fact, readers seem to compensate
for the fact that they were censored by clicking on more posts
about the topic overall than uncensored readers. I estimated on
average how many total uncensored posts a person who had
come across censorship initially would read in comparison to
the person who initially did not come across censorship. The
result was indistinguishable from zero: on average, a person who
came across censorship initially would click enough subsequent
posts to read between one and two uncensored posts about the
topic by the end of the time period, about the same number
as those who came across an uncensored post originally. This
indicates that when readers are aware of censorship, they are
willing and able to compensate for it.
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Figure 4.5: Effect of censored social media post on the probability of
clicking on the same topic subsequently. The treated group (top) is more
likely to click on a post of the same topic than the control group (middle).
The difference in means is at the bottom of the plot.

Experience with censorship decreased treated users’ agree-
ment with government censorship policies. After the exper-
iment, subjects were asked about whether they thought that
particular categories of information should be regulated on
the Internet, including online discussion, games, uncivilized
language, ads, rumors, pornography, spam, violence, and false
information. As shown in figure 4.6, when asked about how
much regulation of the Internet there should be across these
nine categories, subjects who observed censorship indicated that
they thought the Internet should be less regulated across the
board. This difference in opinion suggests that experience with
censorship, instead of deterring social media users from seeking
out information, may instead undermine the legitimacy of the
government’s information laws.
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Figure 4.6: Effect of observing censored social media post on support for
Internet regulation. Treated units (black) are on average less likely to
support regulation across the board than control units (gray). A t-test of
the overall difference between treated and control has a p-value of 0.08.

The implication of these results is that awareness of censor-
ship on the part of consumers of social media posts does not
dissuade these consumers from reading more about a topic.
Instead, observing censorship interested readers in learning
more about the topic and created disillusionment with govern-
ment censorship laws. Inducing awareness of censorship in this
case backfired to undermine government policy.

The findings presented in this chapter could explain why
the Chinese government is constrained in implementing more
draconian policies when censoring the Internet. If there were no
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cost to censorship, then the government might censor anything
about itself that could be seen as unseemly. However, because
censorship is costly for the government, it refrains from censor-
ing too broadly and attempts to hide its censorship footprints
online. In earlier work, my coauthors and I found that the
Chinese government allows much criticism to go uncensored
online, and instead focuses censorship on collective action—in
other words, censoring the information that is a direct threat to
the regime.31 Internet content providers in China recently have
tried to make censorship less observable by concealing error
pages to the authors of censored blogs and simply reordering
search results rather than throwing errors when search filtering,
perhaps to lessen the backfire effect that censorship creates.

The evidence presented here suggests that government cen-
sorship policies are complicated by the fact that Internet users
can compensate for censorship when they observe it. Topics
the Chinese government would like to see removed online are
constantly changing and developing as politics, international
events, and protest events unfold. The government cannot sim-
ply signal what is off limits to online users because Internet
users will not automatically avoid these topics and “purify” the
information environment. Observable censorship instead can
create more interest in the topic and undermine the reputation
of the government.

4.5 CONCLUSION

In this chapter, I showed that signals of what topics are off limits
do not induce typical Internet users to avoid topics. Using a
matched pair design of microbloggers, evidence from a survey,
and online experiments, I show that Internet users seem to read

31 King, Pan, and Roberts (2013, 2014).
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and share as much or more about topics that they believe to be
censored. Further, the evidence suggests that experience with
censorship may in fact undermine the government’s reputation,
inspiring social media users to complain about censorship,
reevaluate their opinions on government censorship laws, and
experience feelings of anger.

The evidence presented here is consistent with the incentives
of online users in high information environments. In these sit-
uations, observable censorship attracts citizens to information,
as it signals importance. Because so many people participate on-
line, netizens are largely protected from punishment. Therefore,
signals of off-limits information embolden users and reduce
government legitimacy rather than inspiring widespread self-
censorship.

If fear is not what is preventing typical Internet users from
consuming off-limits information, then what control does the
government have over the information environment? In the
next chapter, I introduce more online data to show that when
Internet users are not explicitly aware of what is off-limits, they
are highly affected by the cost of access to information. Friction
and inconvenience have a more significant impact on the typical
Internet user in China than deterrence does.
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The Powerful Influence of
Information Friction

In May 2011, I had been following news about a local protest
in Inner Mongolia, where an ethnic Mongol herdsman had
been killed by a Han Chinese truck driver in a dispute. In
the following days increasingly large numbers of local Mongols
began protesting outside of government buildings, culminating
in sufficiently large-scale protests that the Chinese government
imposed martial law. These protests were the largest that Inner
Mongolia had experienced in twenty years.1

A few months later, I arrived in Beijing for the summer.
At dinner with a friend, discussing ethnic divisions in China,
I brought up the Inner Mongolia protest event. My friend
struggled to recollect the event, saying that she had not heard of
it. A few minutes later, she remembered that indeed a friend of
hers hadmentioned something about it, but when she looked for
information online, she could not find any. Her assumption had
been that the protest itself could not have been that important if
she had not received word.

It was difficult by design for my friend to have learned of
the protest event. Bloggers who posted information about the
protest online had their posts quickly removed from the Internet
by censors.2 Local media were not reporting on the event, so
news of the protest was reportedmainly by foreign sourcesmany
of which had been blocked by the Great Firewall. Even for the
media, information was difficult to come by, as reporting on the

1 “China’s Inner Mongolia ‘Under Heavy Security’,” BBC, May 30, 2011,
http://www.bbc.com/news/world-asia-pacific-13592514.

2 Evidence of censorship of this event is shown in King, Pan and Roberts (2013).
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protests on the ground had been banned, and the local Internet
had been shut off by the government.

Of course, information about the protest was not impossible
to find on the Internet. I had been following the news from
Boston, and even in China, the simple use of a Virtual Private
Network and some knowledge of which keywords to search for
had uncovered hundreds of news stories about the protests.
But my friend, a well-to-do, politically interested, tech-savvy
woman, was busy and Inner Mongolia is several hundreds of
miles away. After a cursory search that turned up nothing,
she had thought that the news was either unimportant or
non-existent.

A few years later, in an interview in 2015, I asked a woman
in China (henceforth referred to pseudonymously as Lina) to
describe how she used social media. A young professional who
had studied abroad in the United States, she used Chinese social
media platforms like WeChat and Weibo and also frequently
jumped the Firewall to connect with her friends in the United
States on Facebook. Although for the most part she read news
in Chinese from government newspapers like People’s Daily
and from more commercial Chinese newspapers like Southern
Weekend, she also made time when she could to read the New
York Times and the BBC’s website.

Lina, unlike the average citizen, was very invested in poli-
tics and followed political events closely. She was involved in
multiple organizations that advocated for gender equality and
was an opinionated feminist. Because of her feminist activism,
I asked her whether she had heard of the five female activists
who had been arrested earlier that year in China, including in
Beijing, for their involvement in organizing a series of events
meant to combat sexual harassment.3 The arrests of these five

3 Branigan, Tania, “Five Chinese Feminists Held over International Women’s
Day Plans,” Guardian, March 12, 2015, https://www.theguardian.com/world/2015/
mar/12/five-chinese-feminists-held-international-womens-day.
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women were covered extensively in the foreign press and had
drawn international outcry—articles about the activists had
appeared in the New York Times and on the BBC. Multiple
foreign governments had publicly called for their release.Within
China, activists had organized social media accounts to provide
updates on their imprisonment, and lawyers and students had
petitioned the Chinese government for their release. But posts
about their detention were highly censored and the Chinese
news media were prohibited from reporting on it. Lina, who
participated in multiple feminist social media groups and made
an effort to read Western news, still had not heard about their
imprisonment.

In interviews, I kept encountering examples like these—
where people living in China exhibited surprising ignorance
about Chinese domestic events that had made headlines in
the international press. People I interviewed had not heard
that the imprisoned Chinese activist Liu Xiaobo had won the
Nobel Peace Prize. They had not heard about major labor
protests that had shut down factories or bombings of local
government offices. Although this ignorance was widespread
among Chinese citizens who had not traveled abroad, did not
jump the Firewall, and rarely used the Internet, it was also
surprisingly common among tech-savvy, globally traveled, well-
educated Chinese citizens. Despite the possibility of accessing
this information, without newspapers, television, and social
media blaring these headlines, they were much less likely to
come across these stories.

As Internet penetration has expanded, scholars have posited
that the masses would be the beneficiaries of this new tech-
nology, at the expense of the powerful.4 The Internet creates
transparency, providing minute-to-minute news on actions of

4 Ferdinand (2000, pg. 5), Lynch (2011), Bellin (2012, pg. 138), Diamond (2010,
pg. 70).
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governments, politicians, companies, and interest groups. The
Internet allows citizens to communicate with one another in-
stantly, creating a new forum for civil society that can spread
signals of discontent and organize action against the govern-
ment, before bumbling censors this information.5 According to
these scholars, the Internet’s ability to thwart government- and
interest-group-led efforts of censorship makes it impossible for
anything to be kept secret.6

However, as these interviews and the following empirical
tests suggest, the perception that the Internet makes government
control over information obsolete is fundamentally flawed. Al-
though the Internet has made a lot of information possible to
find, much information is still disaggregated or difficult for the
public to access.Market research provides evidence that Internet
users are for the most part lazy consumers of information, and
consume only the most accessible information.7 Governments
and interest groups, which are the main actors gathering and
providing access to information, determine what information
consumers are most likely to read.

Porous censorship is surprisingly effective in the age of the
Internet. The fact that information about these domestic events
is possible to access creates the perception that information is
free-flowing, and suggests that difficulty of access is due to lack
of interest rather than government manipulation. However, the
possibility of access does not mean that citizens will consume
information. Even though censorship is easily circumvented,
citizens often do not have the patience to circumvent it. Citizens
are also often unaware of censorship, and therefore cannot
counteract it. Although some citizens will take the time and
spend resources to seek out information that is difficult to
access, costs of access will have larger effects on the average

5 Yang (2009b, pg. 30).
6 Taubman (1998, pg. 266).
7 Hoelzle (January 2012).
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Internet user, who has fewer resources and little to gain from
circumventing censorship.

In this chapter, I study the effect of two of these friction-
based censorship methods on the spread of information on the
Chinese Internet. I show that these methods of censorship have
significant effects on the prevalence of information online and
the regularity with which users access off-limits information.
First, I study content filtering, the removal of social media
posts online. Previous studies have estimated that anywhere
between 1 percent and 10 percent of social media posts are
removed by censors on Chinese social media sites.8 Whereas in
the previous chapter I studied the direct effect of the removal
of social media posts on the users whose posts were noticeably
deleted by the government, in this chapter I will study the
indirect effect of content filtering, or how the removal of posts
influences the vast majority of users who do not come across the
error page but simply do not have access to the post. For these
users, content filtering simplymakes information about an event
difficult to find—netizens do not know that information has
disappeared; instead they simply have trouble finding it or do
not run across it. I show that small perturbations in the timing of
content filtering influences the spread of information about self-
immolation events in Tibet. When censors are a bit slower, news
about self-immolations spreads to more people on Sina Weibo
than when the censors are a bit faster.

Second, I study the effect of the Great Firewall of China
on the frequency with which Chinese citizens access foreign
information. Outside of removal of social media posts, the Great
Firewall of China is perhaps the most obvious example of online
information friction in China. The Great Firewall blocks access
from Chinese IP addresses to a list of foreign websites the
government deems objectionable. Although the Firewall can be

8 Fu, Chan and Chau (2013); King, Pan and Roberts (2013).
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circumvented by logging into a foreign computer through a Vir-
tual Private Network, which allows users to access the Internet
through a third-party computer, seeking out VPNs and paying
a small fee for using them increases the cost of information that
can be accessed only by circumventing the Firewall.

Using nationally representative survey data and geo-located
data on Chinese users of Twitter, I show that very few people
in China evade the Great Firewall, despite the fact that during
the time period of the survey, it was relatively easy to do so.
I show that the types of users who are willing to circumvent
the Great Firewall are more likely to reside in large cities,
be technologically savvy, be interested in politics, and discuss
sensitive political events than typical Internet users in China.
I find that when a new website is blocked, its popularity in
China is significantly reduced. In doing so, friction creates a
small but effective wall between the general public, who are less
interested in politics, and the well-educated and disillusioned
wealthy class, decreasing the likelihood of anti-government
mobilization.

5.1 THE EFFECTS OF CONTENT FILTERING ON THE
SPREAD OF INFORMATION

This section will focus on one of the Chinese government’s
censorship methods: content filtering, which is the selective
removal of social media posts online in China. While the Great
Firewall blocks foreign websites, the vast majority of social
media posts in China are written on the platforms of Chinese-
owned Internet content providers (ICPs). As mentioned in
chapter 3, the Chinese government devolves responsibility for
content filtering of social media posts to each of these individual
ICPs. When a user posts something that is objectionable to the
government online, the website is responsible for removing this
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material from the Internet. If government censors find toomuch
objectionable material on a website, they have the authority to
shut the entire website down. Under threat of extinction, ICPs
employ thousands of censors who remove content based on
directives from government agencies.

Large-scale studies of content filtering in the past have
shown that the government focuses the efforts of censors
on removing posts related to protest events or those who
could organize protests. Although censorship in China can
be a relatively disaggregated process, King, Pan, and Roberts
(2013, 2014) show that, surprisingly, the government largely
does not target criticism of government policies, but rather
removes all posts related to collective action events, activists,
criticism of censorship, and pornography regardless of their
support or criticism of the government. Consistent with this
theory, Bamman, O’Connor and Smith (2012) show that cen-
sorship focuses on social media posts that are geo-located in
more restive areas, like Tibet. The primary aim of govern-
ment censorship seems to be to stop information flow from
protest areas to other parts of China, or to prevent people
from knowing about protest events. Since large-scale protest is
known to be one of the main threats to the Chinese regime,9
success for the Chinese censorship program is preventing
the spread of information about protests in order to reduce
their scale.

Despite extensive content filtering, if users were motivated
and willing to invest time in finding information about protests,
they could overcome information friction to find such infor-
mation. First, information is often published online before it
is removed by Internet companies. There usually exists a lag
of several hours to a day before content is removed from the
Internet. Therefore, even the most objectionable material will

9 See Chen (2012) and Cai (2010) for a discussion of protests in China.
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spend a period of time online and will be available to the public
before it is removed.

Second, Internet content providers will occasionally miss
posts related to an event. Automated methods of content fil-
tering are not sophisticated or very successful, and therefore
much of content filtering is done by hand. Since censors cannot
read every post on the Chinese Internet, they may miss a
fraction of objectionable material. Netizens who want to discuss
a particular event may also find ways to trick the censors, either
by finding websites that are less carefully watched (talking about
politics on a dating website, for example), or by finding phrasing
that makes posts about the topic difficult for the censors to find.

Last, if the event is reported in the foreign press, Internet
users could access the information by jumping the Great Fire-
wall using a VPN. Even if Chinese Internet content providers
remove information about these events, Twitter, Facebook,
or other blocked social media will often contain informa-
tion describing the events. These social media companies do
not filter content at the instruction of the Chinese govern-
ment, and therefore, as long as a user has the know-how and
money to access a VPN, they can access the entire unfiltered
foreign web.

However, despite the possibility of accessing information
in the face of content filtering, the slightly increased costs
of information due to content filtering reduce the probability
that netizens will come across information about protests, and
therefore have a significant influence on the number of people
who know about an event. This is primarily because content
filtering reduces the prevalence of information on the Chinese
Internet, meaning that fewer people encounter this information
while searching the web. Content filtering particularly focuses
on social media users who have large numbers of friends,10

10 Zhu et al. (2013).
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targeting those who are in positions to spread information about
the sensitive event to the largest audience.

Content filtering not only decreases the accessibility of infor-
mation; it also can disaggregate accounts of an event, reducing
the salience of the event and increasing uncertainty about what
exactly occurred. Users cannot tell whether the lack of infor-
mation online about a particular event is due to government
censorship or to general lack of interest in the event. If no
one seems to be talking about protests in Inner Mongolia,
for example, even people who know about them may assume
that the protests do not have widespread support. They may
assume that the protest was started by radicals, and that people
they follow online, their “friends,” do not support these people.
Unless they subsequently spend time searching and aggregating
multiple accounts of the event, netizens may not realize the
importance of an event even if they simply happen upon one
post related to it.

All of these small costs add up to create a multiplying in-
fluence on the inaccessibility and disaggregation of information
about the protest. The more content filtering, the fewer people
happen upon the information and the fewer new postings occur
online. The fewer the new postings, the fewer people know
about the event, and those who do are more likely to think
the event has fewer followers than they would if there were
more discussion online. The fewer people who know about the
event, the fewer people know there is any reason to spend time
searching for the information. The smaller the number of social
media posts that are related to the event, the fewer people out
protesting, and the smaller effect the protest has on governance.

Tibetan Self-immolation Protests

Between March 2011 and July 2013, 120 Tibetans self-
immolated within China, the majority of whom died. Although
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the exact reasons for the self-immolations are unknown and
probably vary, writings by self-immolators call for Tibetan inde-
pendence, greater Tibetan autonomy, or the return of the Dalai
Lama, all policy stances that the Chinese government opposes.

These protest events represented a major political problem
for the Chinese government, as this spate of self-immolations
followed large-scale protests in 2008, where thousands of young
people protested in Tibet, some waving the Tibetan flag.11 The
self-immolations themselves were also sometimes followed by
larger-scale protests. Since peaceful relations between minority
groups and fighting independence movements are central to
Chinese national security policy, the immolations were a direct
challenge to the Chinese government. Self-immolations in other
countries also have a history of causing political upheaval; for
example, Mohamed Bouazizi, a Tunisian businessman, is cred-
ited with sparking the Arab Spring in 2010 after self-immolating
in political protest.12

To discourage such protest events, the government re-
sponded rapidly to the self-immolation events, removing the
self-immolator as quickly as possible and increasing police
presence to prevent protests in the aftermath. Police pun-
ished villagers and families of Tibetans who self-immolated to
discourage future events. Monasteries were often surrounded
with police forces since many of the self-immolators were
Buddhist monks.13

News of Tibetan self-immolations was uniformly and quickly
censored on social media websites.14 Unlike most political dis-
cussions, where one thread will generate thousands of re-shares
in China, threads spreading news of Tibetan self-immolators

11 Greve (2013).
12 Lotan et al. (2011).
13 Greve (2013).
14 The experiment in King, Pan and Roberts (2014) shows the high censorship

rate of social media posts related to self-immolations.
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are quickly cut off. Since information about self-immolations
is scarce, social media accounts of self-immolations are often
uncertain, for example, “I heard there was a self-immolation
today in Tibet. Is it true?” News about specific self-immolation
events is an example of a topic that is uniformly censored by all
social media websites in China, and therefore fear of writing and
reading about self-immolation events should be constant across
events.

More Discussion of Self-immolations on the Weekends When
Censorship Is Lower

To study how censorship influences the spread of news sur-
rounding self-immolation events, I collected a random sample
of social media postings from Sina Weibo, BBS websites, and
Sina blogs related to self-immolations between March 2011 and
July 2013 before the Chinese government was able to censor
them.15 Discussion about self-immolations on social media in
China naturally clusters around self-immolation events. In this
section, I define “bursts” of social media posts about an event
as the spike in volume of social media discussion at the time of
the event. Social media is characterized by bursts of activity,16
but some events receive more attention than others. In this
context, since I obtain posts before censorship, I am estimating
howmany posts werewritten about the event within my sample.
However, depending on how quickly censorship occurs, many
of these posts were available to readers only for a number of
hours.

Of course, even after posts about the event are censored,
it is possible for netizens to find information about any of
these immolation events online. First, some posts are never

15 I sampled by requiring the social media post to contain the words self-
immolation ( ) and Tibetan ( ) from the social media analytics company
Crimson Hexagon.

16 Ratkiewicz et al. (2010).
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removed—they are missed by the censors. Second, netizens
could jump the Great Firewall and read any number of foreign
websites that report on these events. Censorship in this case is
not an information blackout by any means. Instead, the degree
and quickness of censorship will determine the effort a netizen
would have to expend to find information about the event. As
a result, this form of censorship functions through friction, a
continuous variable that indicates the degree of difficulty in
finding a piece of information, not a dichotomous variable that
indicates complete availability or total unavailability.

Despite relatively high censorship across self-immolation
events, some self-immolations receive more attention from
social media users than others—some have longer bursts, or
more discussion about the event. Figure 5.1 shows the variation
in bursts within my sample across the 120 self-immolation
events between 2011 and 2013. Some events receive barely any
attention at all, while others have a large amount of social media
discussion associated with the event.

Why would some immolations receive more attention than
others? It could be that the nature of the event was such that
certain events received more attention from the public than
others. The age of the immolator is usually something people
note when discussing self-immolation events, with younger
immolators often discussed with more grief than older immo-
lators. Monks who self-immolate might have a larger network
of followers, leading to more attention about the event. Self-
immolation events that appear in clusters might build on one
another, generating more attention.

However, in an environment of high censorship, the fact
that some immolators receive barely any online attention at
all and that the spread of information about self-immolations
is overall so stifled could be explained by variation in friction
caused by the control of information. If differences in burst
lengths between self-immolation events were due to variation
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Figure 5.1: Number of social media posts after each of 120
self-immolation events between 2011 and 2013; sample from Sina Weibo,
BBS, and Sina blogs.

in censorship, we would expect that social media posts that were
online for a longer period would also have more time to be re-
shared by others. The faster the censorship, the fewer people
would know about the event, and the smaller the information
available associated with it. The quicker that censors react to an
event, the less online discussion about that event.

I do not have real-time data on censorship of self-immolation
events because the infrastructure required to detect real-time
censorship over such a long period is prohibitively large. How-
ever, real-time analyses of censorship over short time periods
can be conducted, and a few authors have uncovered the regular
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schedule of censors. Using real-time data collected by King,
Pan and Roberts (2013), which was collected around the same
time that the posts within my sample were written, I find
that censorship is low on the weekends relative to weekdays.17
Typically, censorship occurs within one day of posting: a post
written Friday is most likely to be censored on Friday. However,
a post written on Friday is second most likely to be censored on
Monday, not on Saturday or Sunday. This suggests that fewer
censors are working on the weekends than on weekdays.

Self-immolations, however, can happen on any day of the
week, and do. An analysis of all self-immolation events over the
past two years shows that self-immolations are no more likely
to happen on one day of the week than another. Since the act
of self-immolation is so drastic, there is likely very little strategy
involved in the particular day of the week chosen.

If information friction were effective in stopping the spread
of information, we might expect that bursts related to self-
immolations would be longer on the weekend, given that it
might take longer for censors to locate and delete these postings
and therefore provide a longer period of time for others to read
and repost these social media posts. As shown in figure 5.2,
bursts associated with self-immolations on the weekends are
significantly longer than those associated with self-immolations
that occur on a weekday.18

Of course, the length of the social media burst could be due to
other variables besides censorship. Monks might be more likely
to self-immolate on a weekend, and also are more likely to gain a
larger following. The age of the self-immolator could be related
to both the timing and the following. In order to control for

17 TheWeiboscope data provided by Fu, Chan, and Chau (2013) also show lower
censorship on weekends in comparison to weekdays.

18 Self-immolations that happen on Friday are considered weekend immolations
because they often happen later in the day, and therefore discussion of these events
often does not occur until the weekend.
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Figure 5.2: Weekend self-immolations (top) have more discussion than
weekday self-immolations (bottom).

these variables, I collected data about the specific circumstances
of each self-immolation event, including the age, whether the
self-immolator was a monk, and the time since the last self-
immolation to capture any clustering effects. The results are
robust to these controls, and I show a full model controlling for
these characteristics in the appendix.
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To verify that this effect was not a result of people simply
writing more posts on the weekend, I downloaded a random
sample of blogs from the same source mentioning Tibet during
the same time period. These posts are largely not sensitive; most
talk about economic opportunities in Tibet, traveling in Tibet, or
Tibetan culture. Surprisingly, people are significantly less likely
to write about Tibet on the weekend than on a weekday.

The fact that the speed of content filtering influences the
number of posts about a self-immolation event indicates that
small costs of access to information, such as the timing of
censorship, influence the spread of information about protest
events throughout China. Even in this case, where fear and self-
censorship should be constant across immolation events, the
timing of censorship dictated by censors’ schedules is correlated
with the number of people who wrote about the event.

5.2 STRUCTURAL FRICTIONS AND THE
GREAT FIREWALL

It could be that short-term frictions like the content filtering
described in the previous section have short-term effects on
the spread of information, but in the long run people can
learn to overcome these frictions. Indeed, many scholars who
have maintained that censorship cannot work in the age of
information have argued that eventually users will discover the
information because censorship is porous and they will learn
to circumvent it.19 Censorship in China has frequently been
described as a “cat and mouse game,” where citizens adapt to
censorship technologies, which forces the government to change
these technologies in an effort to prevent this circumvention.

19 Yang (2009b, pg. 30).
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Perhaps in a repeated game, netizens would learn to gain access
to information that was off-limits.

In this section, I will show that, on the contrary, structural
frictions can have persistent effects on the majority of the
population, even over the long term. I focus on how a form
of censorship that has persisted over years, the Great Firewall,
affects the information citizens access in China. Even though the
costs of evading the Firewall are relatively low and the technol-
ogy to do so is available, not many people in China regularly
jump the Firewall. Those who regularly jump the Firewall are
exceptional in that they typically have more resources, more
technical capabilities, and an unusual interest in politics, and
therefore have lower costs of access and greater expected ben-
efits of evasion. Thus the Great Firewall structurally separates
activist issue publics in China from the Chinese public at large.

In this chapter I use two methods of measuring who in China
“jumps” or evades the Firewall and who does not. First, I use a
survey of urban users in China in which respondents were asked
about their Internet behavior, including whether or not they
circumvented censorship. Second, I directly observe Twitter
users who are using a VPN to tweet from China. Twitter has
been blocked from Chinese IP addresses since 2009. As such,
it is difficult to know when a user on Twitter is from China,
as their IP address is routed through a third computer so they
typically cannot be traced to China. Although users in China
must use a VPN to post on the blocked site, if they are using
mobile phones or other geo-located devices, their location is
recorded and sent to the Twitter API. Thus, many users record
their location in China even if they are using a VPN. Using
this information, I sample users who have tweeted at some
point from China to estimate the effect of the Great Firewall on
Twitter use and the differences in conversations among people
in China who are evading censorship and those who are using
Chinese alternatives to Twitter, like Sina Weibo.
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5.2.1 “Jumping” the Great Firewall

The Great Firewall of China blocks particular foreign websites
from Chinese IP addresses. These websites include a wide range
of content that the Chinese government deems objectionable,
from foreign news websites that regularly report on sensitive
events in China, like the New York Times, to pornographic
websites, to companies that compete with Chinese Internet
companies and refuse to censor content at the direction of
the Chinese government, for example, Twitter, Facebook, and
Google.

“Jumping” the Great Firewall in China at the time of writing
is not penalized and is not difficult, but it does involve time
and money. First, a citizen in China must use the Internet
in order for it to be possible to jump the Great Firewall.
China has around 649 million Internet users, which is about
48 percent of the Chinese population. The vast majority of
Internet users (about 85 percent) access the Internet from their
mobile phone.20 In the survey of urban residents conducted
in China in 2015, 60 percent of respondents reported having
used the Internet, a larger proportion because those sampled
were urban residents, who are more likely to have access to
Internet infrastructure.21 Eighty-six percent report that one of
the ways that they access the Internet is through their mobile
device.

If a person in China uses the Internet, the first step to evading
the Firewall is to actually realize that the Firewall exists and that
evading censorship is in fact possible. Among Internet users, 48
percent did not know what evasion of the Firewall meant when
asked whether they had jumped the Firewall. Ruling out those

20 “CNNIC “ 35 ,” Cyberspace
Administration of China, February 3, 2015, http://www.cac.gov.cn/2015-02/03/
c_1114237273.htm.

21 More information about the survey methodology is provided in the appendix.
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who do not use the Internet and those who do not know that
evasion is possible, this leaves us with only 30 percent of the total
sample who both use the Internet and recognize that the Great
Firewall restrictions can be circumvented.

Next, a user has to find a Virtual Private Network that would
allow them to evade the Firewall. As VPNs are periodically
blocked by the Chinese government, this entails locating and
downloading a VPN that has not yet been blocked from within
China. To use a VPN, users sometimes have to pay small
sums of money, typically a few dollars a month. Users also
must be patient, since VPN access to the Internet also can be
quite slow, as traffic is routed through a third-party computer
first before reaching the user. VPNs are also regularly blocked
and thwarted, and therefore “jumping” the Firewall sometimes
requires several working VPNs. Even though these barriers
are by no means insurmountable, of the people who used the
Internet and knew that evasion of the Firewall was possible,
only 16 percent stated that they had used a VPN to jump the
Firewall. That means that, out of the entire sample, only 5
percent of urban residents reported that they had jumped the
Firewall.

Why don’t users who know that evasion is possible jump
the Firewall? The survey included a question to ask users who
knew that evasion was possible but reported not having evaded
censorship why they did not jump the Firewall. Only 2 percent
of these users said that they did not jump the Firewall because
they were fearful and only 9 percent of the users said that they
did not jump the Firewall because of legal concerns. The vast
majority of users said they did not jump the Firewall because
they didn’t have a reason to (45 percent), they did not know
how (15 percent), or it was too bothersome (14 percent). Small
frictions that users have no reason to overcome, rather than fear
or deterrence, seem to keep people from accessing information
blocked by the Chinese government.
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5.2.2 Who Evades Censorship? Evidence from the Survey

Who evades the Firewall and how are these netizens different
from the rest of the population? In this section, I describe the
correlates of Firewall evasion among Internet users in China.
I find that citizens who jump the Firewall tend to be highly
educated, concerned about politics, and have sufficient skills
to evade censorship. Consistent with the survey respondents’
own accounts of why they do not jump the Firewall, those who
jump the Great Firewall have relatively more skills and resources
at their disposal and can overcome the technical difficulties of
acquiring a VPN. Those who jump the Firewall also have more
reasons to evade censorship: they are generally more interested
in international politics, participate more in politics both online
and offline, and overall have a lower opinion of the government
than those who do not use VPNs.

5.2.2.1 Those Who Jump the Great Firewall Are Younger and
Have More Education and Resources

Most significantly, citizens who jump the Firewall tend to be
much younger than those who do not. Survey respondents who
grew up during the age of the Internet are significantly more
likely to jump the Firewall than those who entered their twenties
before the Internet was introduced to China. Figure 5.3 shows
the propensity to use the Internet, know about the Firewall, and
evade the Firewall by age. Chinese citizens in their fifties, sixties,
and seventies largely do not use the Internet and do not know
much about the Great Firewall. There is a significant increase
in those who jump and know about the Great Firewall for those
younger than 35: approximately 10–20 percent of those younger
than 35 know about and evade the Firewall. Respondents around
the age of 35 were younger than 18 when the first Internet cafés
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Figure 5.3: Internet use, knowledge of the Great Firewall, and evasion of
censorship by age.

were appearing in major cities in China and therefore are the
beginning of the generation who grew up with the Internet.22

In addition to being younger, those who jump the Firewall
have attained far more skills through education than those who
do not evade censorship. Seventy-five percent of those who
jump the Firewall are either in college or have a college degree.
In comparison, among those who do not evade censorship, only
25 percent have a college degree. Controlling for age, having a
college degree means that a user is 10 percentage points more
likely to jump the Great Firewall.

Technical capability is not the only thing needed to jump the
Firewall. Access to VPNs cost a small amount of money. Indi-
viduals who jump the Firewall have an average family income of

22 FlorCruz, Jaime A., and Lucrezia Seu, “From Snail Mail to 4G, China Cele-
brates 20 Years of Internet Connectivity,” CNN, April 23, 2014, http://www.cnn.
com/2014/04/23/world/asia/china-Internet-20th-anniversary/.
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141,800 yuan per year, or $22,839.23 Those who know what the
Firewall is but do not jump it have an average family income of
87,100 yuan per year, or about $14,029. Those who do not use
the Internet, in comparison, have an average income of 57,685
yuan per year, or $9,291. Those who jump the Great Firewall are
also much less likely to be migrant workers in China—only 23
percent of those who jump the Great Firewall have a household
registration in a rural area outside of the area, whereas 33
percent of all respondents had household registrations in rural
areas and have migrated to the urban area where they were
interviewed. Indeed, the Firewall exacerbates what scholars have
called the digital divide by creating barriers to information
that those with greater wealth and resources can more easily
circumvent.24

Evaders of censorship are also more likely to be networked
with foreigners, which would give them both more techno-
logical capacity to evade the Firewall and more reason to do
so. Twenty-five percent of those who jump the Great Firewall
say they can understand English, as compared with only 6
percent of all survey respondents.25 Twelve percent of those who
jump the Great Firewall work for a foreign-owned enterprise
or foreign-based venture, compared to only 2 percent of all
survey respondents. Forty-eight percent of those who jump the
Great Firewall have been abroad,26 compared with 17 percent
of all respondents. Figure 5.4 shows a map of the proportion
of Internet users in each province who indicated that they use
a VPN. Unsurprisingly, the highest rates of censorship evasion

23 Using an exchange rate from July 2015 http://www.x-rates.com/average/
?from=USD&to=CNY&amount=1&year=2015 of 6.208627 yuan per U.S. dollar.

24 Norris (2001); Schlozman, Verba and Brady (2010) show how the Internet
serves the wealthy already; censorship exacerbates this.

25 Questions about English ability were only asked to those with some college
education, otherwise English ability is assumed to be zero.

26 “Abroad” here includes Hong Kong and Macao.
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Figure 5.4: Proportion of internet users who evade censorship, by
province. White indicates no data available.

are in large East Coast provinces with more connections to the
outside world.

5.2.2.2 VPN Users: More Knowledgable about Politics with Less
Trust in the Government

As described in the previous section, VPN users are typically
better educated, have a higher income, and have more foreign
connections than their counterparts who do not go to the
trouble to evade censorship. Not only by their social standing,
but also by their high levels of political knowledge, perceived
efficacy, and participation, VPN users are part of the wealthy
and educated class in China. However, VPN users on the whole
have less trust in the government than users who do not jump
the Firewall. Perhaps because they are very interested and partic-
ipate in politics but do not trust the government, these citizens
seek out information and social networks that the government
blocks.
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Those who evade the Firewall are more knowledgeable about
politics than their counterparts. Forty percent of VPN users say
they are interested in politics and 60 percent say they follow
international politics, whereas only 28 percent of all respondents
say that they are interested in politics and 30 percent say they
follow international politics in the full sample. VPN users score
higher than any other group on a political knowledge test within
the survey—they are more likely to correctly name the Chinese
president, U.S. president, and Japanese prime minister than
those who do not use VPNs.

VPN users are also substantially more politically active and
have high self-perceived political efficacy. They are more likely
than any other group to have participated in political meetings,
to have expressed their views to the government leadership, to
have expressed their views through the media, to have partic-
ipated in political protests, and to have petitioned the govern-
ment.27 Those who evade the Firewall also report much higher
levels of political efficacy than their counterparts. When asked,
“When you encounter unfair treatment, is your ability to solve
the problem higher or lower compared with people you know?”
VPN users are 11 percentage points more likely than those who
do not evade the Firewall to report that they are much more or
relatively more influential than people they know. These results
hold up even when controlling for age, employment status, and
college education, suggesting that VPN users see themselves as
very capable in political situations, even in comparison to others
within their social class.

Despite high levels of participation and political efficacy,
VPN users are more distrustful of the government than even
their well-to-do counterparts. Those who evade the Firewall
believe the government is more corrupt than those who do

27 Interestingly, VPN users are less likely to have voted in elections than
other users.
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Figure 5.5: Evasion of the Great Firewall and perceptions of corruption in
government.

not, even controlling for employment status, college education,
and age. Figure 5.5 shows VPN users’ and non-VPN users’
answers to how vulnerable different levels of government are to
corruption. VPN users, shown in the dotted line, consistently
think that all types of government officials asked about in the
survey are more corrupt than do their fellow citizens who do
not jump the Firewall.
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Naturally, VPN users are much stronger advocates of free
speech and are more opposed to censorship than their fellow
citizens who do not jump the Firewall. Seventy-two percent of
VPN users in the survey disagreed with the statement, “The
government should regulate the whole Internet,” while only 60
percent of those who know about the Firewall but do not jump it
disagreed with the statement, and only 57 percent of those who
do not know about the Firewall disagreed with the statement.
Eighty-five percent of VPN users agreed with the statement,
“Internet governance should not violate individual freedom of
expression,” whereas only 77 percent of those who know about
the Firewall but do not jump it agreed, and only 74 percent of
those who did not know about the Firewall but were Internet
users agreed.

Overall, the types of citizens in China who use VPNs are
potentially threatening to the government. This set of people
who jump the Firewall are well-endowed in terms of financial
standing, education, technological sophistication, political and
international connections, and political interest and knowledge.
They frequently participate politically and know how to get
things done, but overall they have less faith in government than
their non-censorship-evading counterparts.

However, these users represent a very small fraction of the
Chinese public. Conveniently, from the CCP’s perspective, the
Great Firewall separates this small group of political and well-
educated users from the larger public simply by user selection,
without resorting to repression or force. Because the broader
public is less sophisticated and less politically interested, they
will not take the time to enter into digital conversation across
the Firewall.28 Thus, the Firewall succeeds in creating a porous

28 These findings are consistent with Chen and Yang (2017) who find that being
given a VPN does not incentivize censorship evasion without attitional incentives to
jump the Firewall.
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but effective barrier between a skeptical class and the public they
would have to connect with to have a bigger political impact.

5.2.3 Observations of VPN Users Using Geo-location

Of course, surveys rely on user-reported findings of evasion.
These responses could contain measurement error due to social
desirability bias, or individuals rushing through the survey, or
misinterpreting questions. To retrieve a behavioral measure of
evasion of the Great Firewall, in this section I identify Chinese
users of the social media website Twitter, which is blocked in
China. Although IP addresses that could locate individuals to
China are masked by VPNs, the geographical location of the
user is sometimes recorded by Twitter, particularly if the user is
using a mobile phone or wants to publicly reveal their location
by “checking in” at their location. In these cases, Twitter records
the latitude and longitude of the user’s Tweet and makes this
information available for researchers through its API. If users
geo-locate on Twitter to China, they must be using a VPN since
Twitter is blocked from China.

To identify VPN users in China on Twitter, I use a random
sample of approximately one-third of all geo-located tweets
from China and Hong Kong (which is not affected by the Great
Firewall) during September 2014 downloaded from the Twitter
API. Geo-located tweets themselves are only a small subset
of all Tweets; scholars have estimated that geo-located tweets
are approximately 2–3 percent of the whole Twitter sample.29
Therefore, the sample represents approximately .66 percent to
1 percent of total Twitter users from China and Hong Kong.
My sample from the Twitter API returned on average 1,690
unique users per day tweeting from mainland China and on
average 905 unique users per day tweeting from Hong Kong. As

29 Leetaru et al. (2013).
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the sample is approximately 1 percent of all Twitter users, a
cursory estimate suggests that 169,000 unique Twitter users post
each day from mainland China and 90,500 unique users post
per day from Hong Kong. Given that there are about 5,388,354
Internet users in Hong Kong, this suggests that approximately
1.7 percent of Internet users in Hong Kong post on Twitter
every day.30 In comparison, in mainland China with about
675,131,785 Internet users, only .02 percent of Internet users
post on Twitter every day.31 Assuming Hong Kong provides an
approximation for how much Chinese users would use Twitter
without government censorship restrictions, this comparison
suggests that China has about 1–2 percent of the Twitter users
it would have without the Firewall restrictions. The Firewall,
although easy to evade, is extremely effective at keeping Chinese
users away from off-limits sites, even those that are popular in
politically, culturally, and linguistically similar areas.

What types of users tend to jump the Firewall? To explore
how Chinese Twitter users differ from typical social media users
in China, We sampled geo-located Sina Weibo posts from the
Beijing area in September 2014 and compared them with geo-
located Twitter posts from the same area and time period.32
After removing common Chinese words, figure 5.6 shows the
fifty most frequently used terms on Twitter in China with their
translations, and figure 5.7 shows the fifty most commonly used
words on Sina Weibo with their translations. Consistent with
the survey data, the most commonly used words on Twitter
in China reflect the differences in the two user populations.

30 Internet Live Stats, 2014 numbers. http://www.internetlivestats.com/internet-
users/china-hong-kong-sar/.

31 Internet Live Stats, 2014 numbers. http://www.internetlivestats.com/internet-
users/china/.

32 I remove posts by users who had indicated when they signed up for Twitter that
their default language was a language other than Chinese to try to remove tourists
and ex-pats from the sample. See Hobbs and Roberts (2016) for more details.
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Figure 5.6: Fifty most common words after stopword removal, Chinese
Twitter. Left panel, original words; right panel, English translation. Words
are scaled in proportion to their frequency.

Figure 5.7: Fifty most common words after stopword removal, Sina
Weibo. Left panel, original words; right panel, English translation. Words
are scaled in proportion to their frequency.

Twitter users are more likely to use political words like “peace,”
“freedom,” “country,” and even to mention activists like Il-
ham Tohti, a Uyghur economist who was sentenced to life in
prison in September 2014 for calling attention to repression in
Xinjiang.33 Chinese Twitter users are also likely to use words

33 “China jails prominent Uighur academic Ilham Tohti for life,” BBC, September
23, 2014, http://www.bbc.com/news/world-asia-29321701.
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Figure 5.8: Fifty most common words after stopword removal, Hong
Kong Twitter. Left panel, original; right panel, English translation. Words
are scaled in proportion to their frequency.

about technology such as “Endomondoendorphins,” a hashtag
associated with the sports tracking application Endomondo.
Chinese Twitter users—even those signed up in Chinese—are
also much more likely to use English words, indicating that
Chinese users of Twitter are more educated and international-
ized. Weibo users, on the other hand, are starkly apolitical, most
commonly discussing feelings and mood, or documenting the
events of the day with words like “today,” “tomorrow,” “time,”
and “goodnight.” They also are likely to discuss celebrities—
one of the most popular words during this period is Wei Chen
( ), a popular Chinese pop star and singer.

Of course, these differences could be due partly to platform.
Perhaps Twitter is simply a more political platform than Weibo
and so Chinese citizens sign on to Twitter to discuss politics
and use Weibo to chat with friends apolitically. However, main-
land China users are conspicuously more political than their
Chinese counterparts on Twitter who are not affected by the
Firewall. Figure 5.8 shows the fifty most commonly used words
on Twitter during the same period in Hong Kong. Instead of
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discussing politics, Hong Kong Twitter users are more simi-
lar to Sina Weibo users, discussing music, love, feelings, and
celebrities. This suggests that the Firewall itself creates a barrier
only particular types of users are willing to cross—users who
tend to be highly educated, political, and technologically savvy.
The Great Firewall creates twomostly disconnected social media
communities—separating users who are dedicated to political
activism away from the less engaged public.

5.2.4 Government Crackdowns on Websites

Despite the fact that the censorship imposed by the Great
Firewall is incomplete and can be easily circumvented with a
Virtual Private Network, small costs have large effects on which
websites Chinese citizens are likely to access. In the last section,
I showed that only a small fraction of the Chinese population
regularly uses a VPN to evade the Firewall. In this section, I
show that small costs of access also have dynamic effects on
the types of information that Chinese users access. To do this,
I show that when websites are blocked by the Great Firewall,
fewer Chinese users access these sites. I focus on three cases of
website blocks in China: (1) Google, which was slowly throttled
but eventually completely blocked at the beginning of June 2014;
(2) Wikipedia, which has been blocked intermittently by the
Chinese government, but was completely blocked on May 19,
2015; and (3) Instagram, which was suddenly blocked during
Hong Kong democracy protests on September 29, 2014. In each
case, I use an interrupted time series analysis of website visits to
understand how censorship influences Chinese traffic to the site.

Given the evidence provided in chapter 4 that observations
of censorship backfire, it may seem contradictory that when a
website is blocked in China it does not create more interest in
the website. However, many users in China do not know that the
Firewall exists and do not realize that the webpage is down due
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to censorship. Further, the government has developed ways to
make censorship more ambiguous, throttling websites to make
them slower instead of, or before, outright blocking them. I
show at the end of this chapter that when Great Firewall blocks
aremore sudden andmore obvious, more users downloadVPNs
in an effort to jump the wall. The evidence provided here
suggests that the more porous censorship is, the more easily it
is disguised, and the more effective it can be at diverting access.

5.2.4.1 Case 1: Google

As I described earlier, Google entered into a conflict with the
Chinese government in 2010, when it alleged that Chinese
hackers had breached its servers. In March 2010, Google began
redirecting traffic from the mainland to its Hong Kong website,
which does not abide by mainland China censorship policies.
Instead of outright blocking Google with the Great Firewall, the
Chinese government began throttling the search engine, so it
connected only part of the time. Finally, in June 2014, before
the twenty-fifth anniversary of Tiananmen Square, the Chinese
government blocked Google services outright.34

Even though Google was not completely blocked in China
immediately after the dispute, the throttling of Google took
an immediate toll on the number of Google users in China.
Figure 5.9 shows the fraction of worldwide traffic from Chinese
IP addresses to Google.com over the 2009 to 2015 period.35
Initially after the alleged hack, Google receivedmore traffic from
China, perhaps as a result of increasing news about Google
in China. However, immediately after the redirect, when the

34 Levin, Dan, “China Escalating Attack on Google,” The New York Times, June 2,
2014, https://www.nytimes.com/2014/06/03/business/chinas-battle-against-google-
heats-up.html?_r=0.

35 Data from Google’s Transparency Report: https://www.google.com/
transparencyreport/traffic/explorer/?r=CN&l=WEBSEARCH&csd=1235354784827
&ced=1471030200000.
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Figure 5.9: Proportion of Google traffic originating in China, 2010–2015.

Chinese government began throttling Google, traffic decreased
precipitously. When Google was finally completely blocked in
2014, traffic frommainland China had already declined from an
average of 10 percent of Google’s traffic to 5 percent of its traffic.
After the complete block, Chinese traffic made up less than 1
percent of the world’s traffic to Google.com.

The Google case shows that the Chinese censors can control
the popularity of websites by throttling them. Simply making
a website slower frustrates users, giving them an incentive to
switch websites. Such censorship also obscures the reason for
the throttling.Was Google slow, or was this government censor-
ship? In this way, porous censorship can diminish the backlash
effects described in the previous chapter.

5.2.4.2 Case 2: Wikipedia

Like Google, Wikipedia has long had a fraught relationship
with the Chinese government. Created in 2001 and first blocked
in 2004, particular pages of Wikipedia such as descriptions of
the Tiananmen Square protests have long been blocked. But
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Figure 5.10: Chinese language Wikipedia page views, May 2015. All
Wikipedia pages were blocked from mainland China beginning on May
19, 2015.

the entire Wikipedia website, too, has occasionally been made
unaccessible from Chinese IP addresses.36

The entire Wikipedia site was again subject to the Great
Firewall block on May 19, 2015.37 To estimate the influence of
the block on access to Wikipedia, I use data on the number
of page views of Chinese Wikipedia (zh.wikipedia.org) during
May 2015.38 For each day, I summed the total number of page
views on all Chinese-language Wikipedia pages. Figure 5.10
shows a sharp drop in the number of page views of Chinese
Wikipedia pages, which occurred precisely on the day of the
block—page views decreased from 700,000 total page views per
day to approximately 500,000.

From Wikipedia page views, we can’t tell how many of the
700,000 daily page views originated in China itself and which

36 Pan, Philip P, “Reference Tool on Web Finds Fans, Censors,”
Washington Post, February 20, 2006, http://www.washingtonpost.com/wp-dyn/
content/article/2006/02/19/AR2006021901335.html.

37 Fox-Brewster, Thomas, “Wikipedia Disturbed Over Fresh China Censorship,”
Forbes, May 22, 2015, http://www.forbes.com/sites/thomasbrewster/2015/05/22/
wikipedia-disturbed-over-fresh-china-censorship/#6d046845f842.

38 Page view data at http://stats.grok.se/.
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were accessed by users outside of mainland China—many of
the page views may originate in Hong Kong, Taiwan, or from
Chinese speakers living in other countries. If most of the 700,000
page views per day were from mainland China the Wikipedia
block decreased the number of mainland page views by 30
percent. However, it is likely that users of ChineseWikipedia are
more likely to originate from areas other than mainland China,
which has its own Wikipedia-like website called Baidu Baike.
Therefore, we expect that the block decreased the number of
mainland users by substantially more than 30 percent. Regard-
less, the stark decrease in page views driven by the Wikipedia
block reflects the amount of power the Chinese government has
to affect the popularity of Chinese-language websites around the
globe simply through friction.

5.2.4.3 Case 3: Instagram

Under very different circumstances, another widely popular
social media website—Instagram—was also blocked in 2014. On
September 26, 2014, pro-democracy protests broke out in Hong
Kong over reforms to Hong Kong’s electoral system initiated by
the mainland Chinese government. Thousands of people took
to the streets in what later became known as the “umbrella
revolution.” On September 29, 2014, the Chinese government
blocked the social media website Instagram from mainland
Chinese IP addresses, due to increased popularity among Hong
Kong protesters.39

To study how the Instagram block influencedmainland users’
access to Instagram, my coauthor and I sampled geo-located
Instagram posts from across mainland China during September
and October 2014. To do this, we used a geographical grid of
China and randomly sampled locations in this grid. For each

39 “Instagram Appears Blocked in China,” BBC, September 29, 2014, http://www.
bbc.com/news/technology-29409533.
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randomly sampled location, we obtained all posts from the
immediate area of the sample for the period, which we estimate
reflects .25 percent of all Instagram posts.40 The Instagram block
halved the number of unique users accessing Instagram geo-
locating to China overnight; only 53 percent of users continued
to use Instagram after the block. Like Wikipedia, the Instagram
block shows the powerful impact of filtering on traffic to popular
social media websites.41

5.3 WHEN DOES FRICTION FAIL?

In the last section, I showed that by throttling and blocking
websites, the Chinese government wields extensive power over
the number of mainland Chinese users who frequent a web-
site. Despite the ability to circumvent censorship, small costs
of evasion generally decrease the number of people accessing
the newly blocked website. However, this does not mean that
Chinese Internet users are completely passive, at the whim of
government censors. As I discussed in the previous chapter,
Chinese users express substantial contempt for censorship, and
make efforts to evade censorship when they are aware of it. In
this chapter, I showed that particularly political and wealthy
users with lower levels of trust in the government are likely to
acquire Virtual Private Networks to evade censorship.

When will increases in costs of access change the behavior of
citizens and prevent them from accessing a website? Users im-
plicitly engage in a cost/benefit analysis when deciding whether
to spend the time to evade censorship. They will be more

40 If geo-located Instagram posts are 1 percent of all posts and the sample
covered approximately 25 percent of all residences in China, then the sample reflects
approximately .25 percent of all posts.

41 For more detail on the study of the Instagram block in China, see Hobbs and
Roberts (2016).
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likely to spend the time and money to access blocked infor-
mation when (1) blocked information is valuable to them, and
(2) when censorship is applied suddenly, disrupting their short-
term habits and raising awareness of censorship itself. In this
section, I show how the circumstances of the block can have very
different effects on user evasion behavior.

The value of blocked information depends partially on how
easily information can be substituted by alternatives within
China. The Chinese government has actively encouraged home-
grown versions of foreign websites, and these homegrown ver-
sions are more easily controlled by censors than their foreign
counterparts.42 If the functionality of a foreign website can be
easily substituted by an unblocked Chinese site, users may be
unlikely to spend the time and resources to evade censorship.

Even if there are substitutes to the blocked website, the more
suddenly a website is blocked, the more disruptive it will be to
the habits of users, giving them incentives to seek out evasion
technology to access the censored website rather than substitute
with a Chinese version. If a citizen uses Gmail, a sudden block of
Googlemay disrupt e-mail conversations or short-term projects,
causing users to seek out a VPN to continue their short-term
conversations. Slow, incomplete blocks, on the other hand,
allow users to finish short-term projects with difficulty without
seeking out a VPN, but eventually frustrate users enough so that
they switch to the mainland Chinese substitute.

The three blocked websites discussed in the previous
section—Google, Wikipedia, and Instagram—provide stark
contrasts in the value and suddenness of each of their blocks.
Instagram, an extremely popular photo site, does not have a
direct Chinese analog and was blocked suddenly by the Chinese
government during the Hong Kong protests, disruptingmillions
of users’ photo sharing overnight. Google and Wikipedia, on

42 Pan (2016).
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Figure 5.11: iPhone download rank in China of VPN Express, 2014–2015.

the other hand, both have mainland Chinese competitors—
Google’s analog in China is Baidu.com and Wikipedia’s ana-
log in China is Baidu Baike. Further, Google and Wikipedia
have long been throttled by the Chinese government so not
being able to access these websites was by no means sudden
or unexpected.

These three blocks have very different implications for the
number of people who sought to evade the Firewall because of
the block. Figure 5.11 shows the download rank of the iPhone
application VPN Express in mainland China on the days of each
of the Google, Wikipedia, and Instagram blocks.43 VPN Express
increased in popularity only slightly after the Google block and
was not more popular after the Wikipedia block than it was
before—the block did not increase the popularity of evasion
software. In contrast, the day of the Instagram block, the rank
of VPN Express skyrocketed from the 1,229th most downloaded
application in China to the sixth most downloaded application
in China overnight. The Instagram block encouraged new users
to download Virtual Private Networks, whereas the Google and
Wikipedia blocks had few immediate effects.

43 Information about download ranks obtained from App Annie, appannie.com.
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The sharp increase in acquisition of Virtual Private Net-
works after the Instagram block highlights the difficulties the
Chinese government faces in censoring suddenly during crises.
Unlike Google and Wikipedia, where censorship was initiated
from longstanding conflict between the companies and the
Chinese government, censorship of Instagram was motivated by
a protest event that the Chinese government was worried would
affect political opinion of citizens in the mainland. Because of
its quickly evolving nature, the government may have thought
that it did not have time to slowly throttle Instagram, as it had
done with Google and Wikipedia, before outright blocking it.
Even though the government decreased citizens’ overall access
to Instagram, the Instagram block inspired more censorship
evasion that facilitated user access to long-blocked websites such
as Twitter and Facebook. Hobbs and Roberts (2016) show a
spike in Twitter and Facebook downloads and user signups on
the day of the Instagram block.

In general, crisis events complicate the government’s ability
to effectively use friction. Crises enhance citizen awareness of
their political situation, which may make them more likely
to spend the time and money necessary to find information,
no matter how costly. As suggested by evidence in the previ-
ous chapter, sudden censorship that might accompany polit-
ical crises may also alert citizens to the information that the
government is trying to keep quiet, giving them incentives to
seek out information that is not immediately available to them.
Sudden censorship also disrupts habits, giving users incentives
to seek out newly blocked informations.44 Evidence from geo-
located Instagram users during the Instagram block shows that
users who continued to use Instagram through a VPN had
significantly more likes and posts previous to the block than

44 This is related to the “cute cat” theory of censorship proposed by Zuckerman
(2014) where censorship that is blunt enough to include entertainment can create
more backlash.
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users who did not continue to use Instagram by evading the
wall. It could be that the Instagram users downloaded a VPN
simply to continue their habits, and in doing so were exposed to
information already blocked by the Firewall.

Outside of VPN downloads before and after the sudden block
of Instagram, the survey conducted in China in the summer of
2015 also suggests the Chinese citizens seek out censored infor-
mation during crises. On August 12, 2015—which happened to
fall in the middle of the survey of urban residents in China—
explosions rocked the city of Tianjin, China, causing hundreds
of deaths and injuries in apartment buildings nearby. Netizens
uploaded to the web videos of the explosion—which was caused
by a storage facility with overheated chemicals and could be seen
from miles away—and the fire that spread from the explosion
site to neighboring buildings.45

The enumerators of the 2015 survey happened to be between
two waves of surveys in Tianjin when the Tianjin explosion took
place. One of the starkest differences between the two waves
of respondents in Tianjin was their propensity to have jumped
the Firewall. For each day that the enumerators were in the
field, figure 5.12 shows the proportion of those interviewed who
jumped the Firewall. On the days before the explosion, only 5
percent of Internet users said they had jumped the Firewall.
On the days following the explosion, almost 30 percent of
Internet users admitted to having evaded censorship. Although
we cannot be certain that these effects were directly due to the
explosion, having been interviewed after the explosion in Tian-
jin predicts a 22 percentage point increase in the probability of
jumping the Firewall, controlling for a battery of demographic
and political characteristics. This evidence suggests that crises in
which people have physical and financial incentives to seek out

45 “China Explosions: What We Know about What Happened in Tianjin,” BBC,
August 17, 2015, http://www.bbc.com/news/world-asia-china-33844084.
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Figure 5.12: Proportion of Internet users who say they jump the Firewall,
before and after the Tianjin explosion on August 12, 2015. Size of points
reflects the sample size on each day.

information can undermine the effectiveness of friction-based
censorship.

5.4 CONCLUSION

In sum, this chapter showed that small barriers to information
access have important effects on the information consumption
patterns of individuals in China. As I found first in the case
of self-immolation events in Tibet, events that correspond to
slightly quicker censorship are less likely to spread on so-
cial media than those that correspond with downtimes for
the censors. Slight changes in the speed of censorship affect
how much information is available to people in China about
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important political events within the country. Sudden censor-
ship of websites starkly decreases how much they are visited by
Chinese citizens. These blocks are particularly effective when
censorship is porous—when governments throttle, but do not
suddenly block, websites.

Even frictions that do not change over time have persistent
effects on the online behavior of Chinese citizens. Very few
people in China are knowledgeable and motivated enough to
circumvent censorship from the Firewall, despite the fact that
circumvention tools for the Great Firewall have existed for a
decade. A back-of-the-envelope comparison to use of Twitter
in Hong Kong indicates that Twitter use in mainland China is
about 1–2 percent of what it would be were Twitter not blocked.
This number is consistent with the results of our survey, which
suggest that only 5 percent of urban respondents had jumped the
Firewall. Those who do not jump the Firewall report that they
have no reason to, that they do not know how, or that jumping
the Firewall is too bothersome.

Those who take the time to circumvent the Firewall are from
the upper class: are interested in politics, are highly educated, are
networked with foreigners, and have high political efficacy and
high incomes. While on blocked websites, they discuss sensitive
topics like activists, the government, and human rights. The
Great Firewall, therefore, separates the political discussion of the
political elite from the rest of the public, strangling the potential
for collective action by decreasing the following of those in the
elite who are skeptical of the government.46

However, the very porous nature of censorship also means
that there are limits on how much it can influence citi-
zens. When there are few substitutes for blocked information,
when information is blocked suddenly, or during crises when

46 Barberá et al. (2015), Steinert-Threlkeld (2017), Chenoweth and Stephan (2011,
pg. 39–40).
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individuals have incentives to seek out off-limits information,
citizens will be more likely to spend time and money thwarting
the costs of access that the government has imposed on informa-
tion. During these periods, the government will try to manage
the conversation by dominating it, rather than by stalling it. In
the next chapter I turn to the more indirect but increasingly
popular method of censorship that functions through flooding. I
show that the Chinese government uses flooding to distract from
or compete with sensitive information in China, particularly
during sensitive periods when friction may be less effective.
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CHAPTER SIX

Information Flooding: Coordination
as Censorship

In the afternoon of August 3, 2014, a 6.5-magnitude earth-
quake hit Yunnan province in China. The earthquake killed
hundreds and injured thousands of people, destroying thou-
sands of homes in the process. School buildings toppled and
trapped children, reminiscent of the 2008 Sichuan earthquake,
which killed 70,000 people, when the government was heav-
ily criticized for shoddy construction of government build-
ings. Emergency workers rushed to the scene to try to rescue
survivors.1

Eight hours after the earthquake struck, the Chinese offi-
cial media began posting coordinated stories—not about the
earthquake, but about controversial Internet personality Guo
Meimei. Guo had reached Internet celebrity status three years
earlier, in 2011, when she repeatedly posted pictures of herself
dressed in expensive clothing and in front of expensive cars on
Sina Weibo, attributing her lavish lifestyle to her job at the Red
Cross in China.2 Although Guo did not work at the Red Cross,
her boyfriend, Wang Jun, was on the board of the Red Cross
Bo-ai Asset Management Ltd., a company that coordinated
charity events for the Red Cross. The expensive items that
Guo had posed with on social media in 2011 were allegedly
gifts fromWang. Attracting millions of commentators on social

1 Jacobs, Andrew, “Earthquake Kills Hundreds In Southwest China,” New York
Times, August 3, 2014, http://www.nytimes.com/2014/08/04/world/asia/deadly-
earthquake-in-southwest-china.html

2 Hong, Haolan, and Jaime FlorCruz, “Red Cross China in Celebrity
Crisis,” CNN, July 6, 2011, http://www.cnn.com/2011/WORLD/asiapcf/07/06/
china.redcross/.
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media, the 2011 Guo Meimei scandal highlighted issues with
corruption of charities in China, and donations to the Red Cross
plummeted.

By 2014, when the earthquake hit, the Guo Meimei scandal
was old news, long forgotten by the fast pace of the Internet. On
July 10, 2014, Chinese officials had arrested Guo on allegations
of gambling on the World Cup.3 Then, out of the blue, on mid-
night of August 4, 2014, Xinhua posted a long, detailed account
of a confession made by Guo Meimei that included admissions
of gambling and engaging in prostitution.4 On the same day,
many other major media outlets followed suit, including major
media outlets such as CCTV,5 the Global Times,6 Caijing,7
Southern Weekend,8 Beijing Daily,9 and Nanjing Daily.10

The overwhelming number of newspapers sensationalizing
the Guo Meimei confession on August 4 seemed too coinci-
dental to be uncoordinated. Indeed, the China Digital Times
received a government leak on August 4 that directed websites
to “prominently display Xinhua and CCTV coverage of Guo
Meimei, and to actively organize and direct commentary.”11

3 “ : 8 ,” Feng,
http://ent.ifeng.com/a/20140710/40171148_0.shtml.

4

http://news.xinhuanet.com/legal/2014-08/04/c_111191
4547.htm.

5 CCTV, http://
news.cntv.cn/special/video/guomeimei/index.shtml.

6 ” Global Times, http://
world.huanqiu.com/exclusive/2014-08/5095684.html.

7 Caijing,
http://politics.caijing.com.cn/20140804/3641759.shtml.

8 Southern
Weekend, http://www.infzm.com/content/102888.

9 Beijing Daily, http://news.sina.
com.cn/c/2014-08-04/023930624032.shtml.

10 “ : 23 : 20 ,” Nanjing Daily, http://
news.sina.com.cn/c/2014-08-04/014130623848.shtml.

11 “Minitrue: Guo Meimei’s Confession,” China Digital Times, August 4, 2014,
http://chinadigitaltimes.net/2014/08/minitrue-guo-meimeis-confession/.
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The state propaganda apparatus seemed to be actively trying to
engage the public with a story about a celebrity turned criminal
and prostitute.

Why engage the public on Guo Meimei on that particular
date? Many netizens and foreign media alleged that the Chinese
government directed the coordination of news as a distraction
from the Yunnan earthquake, which had the potential to reveal
failings of the government’s earthquake preparedness. Netizens
noted that the Weibo account of the People’s Daily posted a
dozen times about Guo Meimei before reporting on the Yunnan
earthquake—the major news story of the day—on the morning
of August 4.12 The focus on Guo, who had enraptured Chinese
netizens years earlier, may have been a ploy to distract netizens
from an unraveling crisis in southwest China.13 In response,
the Chinese Red Cross posted on its Weibo, “Rescue teams are
working through the night, and time is of the essence. . . . So
please, forget Guo Meimei.”14

In the previous chapter, I showed that small costs that
inconvenience online users can have important effects on citi-
zens’ online behavior, the spread of information about political
events in China, and the potential for coordination between
highly educated, internationalized citizens and the public. In
this chapter, I focus on a different form of porous censor-

12 Yuen, Lotus, “The Bizarre Fixation on a 23-Year-Old Woman,” ChinaFile,
August 6, 2014, https://www.chinafile.com/reporting-opinion/media/bizarre-
fixation-23-year-old-woman.

13 Boehler, Patrick, and Cece Zhang, ‘I Like to Show Off’: Chinese Celebrity
Guo Meimiei Confesses to Prostitution, Gambling Charges on State TV,” South
China Morning Post, August 4, 2014, http://www.scmp.com/news/china-insider/
article/1566142/i-show-guo-meimei-confesses-all-charges-cctv-broadcast; “Heavy
Media Takedown of Guo Meimei Angers Chinese Netizens,” Offbeat China,
August 4, 2014, http://offbeatchina.com/heavy-media-takedown-of-guo-meimei-
angers-chinese-netizens.

14 Larson, Christina, “Stated Confession of Alleged Call Girl Guo Meimei
Distracts From a Charity’s Earthquake Relief Efforts,” Bloomberg, August 5,
2014, http://www.bloomberg.com/news/articles/2014-08-05/guo-meimei-falsely-
claimed-to-be-a-big-shot-at-chinas-red-cross.
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ship, flooding, or the promotion of information, which changes
the relative costs of access by making competing information
cheaper and off-limits information relatively more expensive.

The difference between friction and flooding can be
explained by an analogy to taxes on something the government
would rather people not buy, like gas-guzzling cars. If the gov-
ernment wanted fuel inefficient cars to circulate less within the
economy, then it could either tax these cars directly, increasing
the cost and therefore decreasing demand, or subsidize fuel
efficient cars, which would increase the relative cost of fuel in-
efficiency and decrease demand. Similarly, the government can
affect the cost of information by making the information harder
to access (friction), or by promoting competing or distracting
information (flooding). If successful, flooding-based censorship
should have very similar effects to friction on the spread of
information and the behavior of individuals.

The actual content of flooding can take a variety of different
forms. As I show in the rest of the chapter, like the case of Guo
Meimei, flooding in China often occurs when the government
promotes information completely unrelated to a negative event
the government would rather not be salient in the minds of
the public. I will show a number of cases of flooding where
government-flooded information is meant to distract. In other
cases, governments use flooding to downplay or to control the
narrative of an event by mandating the promotion of their
own views on the event that compete with alternative views.
This might be more likely to happen when the government
has already lost control of a narrative of an event so that they
cannot simply ignore it. Last, flooding sometimes has a more
long-term goal, not in response to one event directly but with
the intention to shape citizens’ perspectives on politics. In these
cases, flooding might be used to promote the government’s
overarching narrative about world events or encourage citizens
to have a positive outlook on their own life. This latter type of
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flooding may not be in response to one event in particular, but
may be meant to shape citizen perspectives on politics and their
reactions to subsequent crises.

In addition to affecting the relative costs of information,
flooding also acts as a less observable form of censorship because
it does not bring attention to the information the political entity
is trying to hide. Information flooding occurs when a group or
government promotes its viewpoint by ensuring that a particular
piece of information or a particular perspective is repeated from
many different sources in the news media or social media.
Because of the repetition, this information is highly accessible
and may be virtually impossible for citizens to avoid. Citizens
are likely to come across the information and are likely to share
it with others, and the more citizens spend time consuming the
information, the more it will distract them from other ongoing
events.

As I noted in the previous chapter, friction is less effective
for governments during crises, as citizens may be more willing
to go out of their way to seek out censored information and
information may have already spread to large networks of peo-
ple, making it difficult to control. When the government has less
control over information it would like to stall, the government
will often resort to spreading alternative versions of events or
distractions to de-emphasize the negative information, even
when they cannot prevent citizens from accessing it. Flooding
can also be an attempt to gain control of the narrative of a
quickly escalating story, rather than preventing citizens from
knowing it in the first place. Flooding might also be relatively
more effective when the public is searching for new information,
or early in an unfolding crisis.15

Unlike friction, which can be measured by observing post
removal or website blocks, flooding is more difficult to measure

15 Baum and Groeling (2010) have found that the public is more manipulable
in democracies at the beginning of a conflict, when they have accumulated less
information.
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because it is often disguised as the typical spread of information.
To empirically test how information flooding strategies
implemented by the Chinese government influence the spread
of information online, I describe coordinated efforts by the
Chinese government to publish information in traditional
and online media. Drawing on previous work,16 I show that
coordination of information is designed as a censorship strategy
by the Chinese government, to provide news stories and
viewpoints that overwhelm existing news stories or online
information. I identify instances of propaganda in Chinese
newspapers using plagiarism detection software and identify
propaganda posts by using leaked e-mail archives from Chinese
online government commentators.17 I find that these flooding
efforts reverberate in both the domestic and the international
blogosphere, suggesting that the Chinese government is in
fact effective in distracting from alternative news sources and
promoting its own version of events.

In the next section, I review information flooding as amethod
of censorship and highlight how it differs from previous theories
of propaganda. In the following section, I discuss the use of
flooding strategies by the Chinese government. I then describe
the data I use to identify the Chinese government’s flooding
efforts. In the last section, I estimate how information flooding
influences the spread of information online.

6.1 WHAT EFFECT CAN PROPAGANDAHAVE IN
THE DIGITAL AGE?

Using similar logic to scholars who maintain that censorship
is impossible in a digital age, many scholars have argued that
propaganda, or the promotion of information, is also outdated

16 Roberts and Stewart (2016).
17 King, Pan and Roberts (2017).
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in the age of the Internet.18 These researchers maintain that
propaganda can be effective only when the state can control
the agenda, or when the number of sources of information is
constrained. As the number of media sources has proliferated
with the advent of the Internet, consumers of information
have more choices over the sources of information. In these
environments, consumers of information select out of biased
state media sources and into sources with more “reliable”
information.19

A few authors oppose this view, arguing that although state
media is recognizable, propaganda is a signal of government
power and therefore is closely followed by citizens.20 Propa-
ganda, in these authors’ views, creates norms that citizens are
trained to follow.21 Even if this propaganda is unbelievable,
by inducing participation in propaganda, the state can create
rituals and standards that encourage compliance.22 In particular,
in China, the government emphasizes propaganda to promote
cultural governance, appealing to citizens’ emotions to prevent
protests and keep them in line with government policy.23

In this chapter, I show that propaganda can also be effec-
tive as a form of censorship in the online environment by
influencing the relative costs of information. Political entities
coordinate propaganda by repeating information from multiple
sources so that it is low cost to citizens. Because such repetition
increases the availability of information to citizens, the popu-
lation becomes more likely to consume propaganda, regardless
of whether they can identify the source. The “flooding” of
information in the news media and blogosphere by political

18 Lynch (1999, pg. 3–4), Lieberthal (1995).
19 See Stockmann (2012, Chapter 8).
20 Huang (2015).
21 Brady (2008, pg. 134).
22 Wedeen (1999).
23 Perry (2013).
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entities works not so much to signal power as to prioritize the
consumption of government-produced news over news pro-
duced by other groups or by citizens themselves. Propaganda
is effective because political entities have the resources to make
it easy to access and low cost, and, for impatient online users,
low-cost stories are more likely to be read and to reverberate
throughout the blogosphere.

Coordination of propaganda has long been used by
governments and other organized groups to promote informa-
tion. China’s 1977 Propaganda Directive explicitly directs the
Propaganda Department to coordinate stories among the news
media in order to “promote the CCP’s current line.”24 More
recently, governments andmobilized interests around the world
have organized “Internet armies” to flood the blogosphere at
the same moment. Notoriously, the Chinese “Fifty Cent Party”
allegedly pays Chinese netizens to post at the direction of the
government. Although the Chinese have been criticized for this
strategy, other governments have adopted similar strategies,
including Israel, where representatives have been recruited to
post on blogs that are “anti-Zionist,”25 and recently Turkey,
which has a 6,000-member social media team to write pro-
government posts.26

Not only the central government, but also individual Chinese
government officials and companies use coordinated flooding
strategies to bolster support. These groups pay public relations
companies or unemployed citizens to post positive accounts of

24 Brady (2008, pg. 15).
25 Liphshiz, Cnaan, “Israel Recruits ‘Army of Bloggers’ to Combat Anti-zionist

Web Sites,”Haaretz, January 19, 2009, http://www.haaretz.com/print-edition/news/
israel-recruits-army-of-blogers-to-combat-anti-zionist-web-sites-1.268393.

26 Albayrak, Alya and Joe Parkinson, “Turkey’s Government Forms 6,000-
Member Social Media Team Volunteers to Promote Ruling Party’s Perspective in
Sphere Dominated by Protestors,” and Wall Street Journal, September 16, 2013,
http: //online .wsj . com/news /articles / turkeys -government - forms-6000member
-social-media-team-1379351399.
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them online, like companies in the United States that will pay for
positive reviews of their company on the web. Such actions have
created scandals in China from time to time, because these local
officials and companies regularly pay newspapers for articles
that reflect positively on them.27

If governments, companies, and politicians were using such
messages only to signal their own strength, they would want to
take credit for these online messages. However, governments
typically try to cover up the fact that they pay people to write
online propaganda. Instead, they prefer that it appear as if
“everyone” is writing pro-government comments or reporting a
news story the government finds favorable or distracting. Part
of the strategy of information flooding is issuing propaganda
from many different sources, so as to disguise the fact that the
information originated with the government.

Disguising the source of information flooding provides an
added benefit to the government in that it has less potential
to sully government credibility. Even though state news media
already promote government versions of events, too much bla-
tant government cheerleading may make the government media
appear more biased. Except in obvious cases of coordination,
like the Guo Meimei case described in the introduction, where
netizens noticed the coordinated stories, most citizens may not
realize that their local paper or the social media forums they visit
are infiltrated with government propaganda. Incomplete control
of the information environment allows the government to hide
its own influence in the media by mixing with normal users.

By creating a multiplier effect in the news media and online,
information flooding if successful can be worth the investment
even though it is porous and cannot require readers to pay atten-
tion. The more sources a government or interest group can pay

27 Chen, Wang, Shanshan Wang, Zhongyuan Ren, and Yishi Zhu, ”Dirty Busi-
ness for China’s Internet Scrubbers, CNBC, February 19, 2013, http://www.cnbc.
com/id/100472398.
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to cover their story from their perspective, the more other news
groups and other social media users pick up the story and share
it with others. Flooding begets more flooding, and, if effectively
done, this domino effect of information dissemination can be
exponential. What began as a propaganda message can seem
like an online event created by citizens as more and more people
read and share the story.

Flooding creates friction for stories that are less desirable to
the government. In interviews with Fifty Cent Party members,
artist-dissident AiWeiwei reveals that Fifty Cent Party members
are often instructed to distract from current stories that are
less desirable to the government.28 This account is consistent
with evidence from my work studying a leaked e-mail archive
of online government-paid commentators that I describe later
in this chapter.29 Flooding of entertainment and “soft news”
stories like the GuoMeimei confession brings these stories to the
forefront at the expense of stories that could shed a negative light
on the government. If citizens are distracted by the accessibility
of flooded stories, they are less likely to read other stories.

6.2 FLOODING IN CHINA

Coordination of information to produce such flooding is key to
the information strategies of the Chinese propaganda system.
Like many organized groups, the Chinese government is in
the perfect position to coordinate because it has the resources
and infrastructure to do so. First, the institution of propaganda
in China is built in a way that makes coordination easy. The
Propaganda Department is one of the most extensive bureau-
cracies within the Chinese Communist Party, infiltrating every

28 “An Insider’s Account of the ‘50 Cent Party’,” Freedom House China Media
Bulletin, May 12, 2011, http://www.freedomhouse.org/article/china-media-bulletin-
issue-no-22/#2.

29 King, Pan and Roberts (2017).
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level of government.30 It is managed and led directly from the
top levels of the CCP.

From the very top of the Party, messages are coordi-
nated throughout the news media within China, through
every medium of news, including television, print, and ra-
dio.31 The government controls the personnel in every major
media organization within China and requires each journalist
to be government-certified. For day-to-day monitoring of con-
tent, the government issues propaganda directives to editors,
who then decide what to include in the newspaper.32 Post-
publication monitoring is conducted by retired propaganda
officials whomake sure that newspapers are following the issued
guidelines.33

The extent of newspaper coordination within China has
waxed and waned throughout recent Chinese history. Dur-
ing the Maoist period and Cultural Revolution, articles within
the People’s Daily coordinated news around the country—
smaller newspapers would reprint People’s Daily articles when
instructed.34 With reform and opening after 1979, the coor-
dination of news within China was significantly loosened and
the Central Propaganda Department was weakened.35 In the
lead-up to the Tiananmen Square pro-democracy movement in
1989, newspapers were less coordinated, and several Chinese
newspapers became well known as critics of the Party.

The events of 1989 caused a complete reversal in the CCP’s
strategy toward propaganda and coordination. After the crisis
in Tiananmen Square, the government decided to strengthen its
grip on propaganda. For example, in 1990, one of the Party’s

30 Lieberthal (1995, pg. 194–199)
31 In this chapter, I focus explicitly on coordination within the print news and

online media in China.
32 Brady (2008, pg. 19).
33 Brady (2008, pg. 22).
34 Yu (1964, pg. 110–121).
35 Brady (2008, pg. 40).
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leading news agencies, Xinhua, was close to bankrupt. How-
ever, the government decided to use Xinhua as the coordinat-
ing agency following 1989, instructing newspapers to follow
Xinhua’s lead on important events and international news,
much as they had done with the People’s Daily during the
1960s.36 Xinhua is now one of the most profitable news agencies
in the country because it leads the coordination of news.

Coordination of government media has now extended be-
yond traditional media to the blogosphere. As mentioned ear-
lier, paid government commentators, or the “Fifty Cent Party,”
promote government-sanctioned news online. In addition, the
government is known to contact high-profile social media users
and important online opinion leaders before important events
in order to coordinate political messages among highly followed
social media users in China.37

6.3 DETECTION OF INFORMATION FLOODING IN
NEWSPAPERS ANDONLINEMEDIA

In this section, I will show that coordination of information
across government newspapers and online is often used for the
purpose of censorship. In particular, coordination of informa-
tion is used to distract from or prevent the dissemination of
other types of information that the government would rather
the public not see. I will show that the Chinese government uses
newspaper and online propaganda not only to persuade, but also
to throttle access to other forms of information. In the next
sections, I will provide evidence that such coordination does
indeed influence the spread of information online.

36 Brady (2008, pg. 113).
37 This strategy is described in case studies in propaganda documents, such as

National Academy for Propaganda Cadres (2011).
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To show that flooding is used for censorship, I must first
identify propaganda. This is a difficult task because the spread
of propaganda in China is a clandestine operation. For the most
part, the government would rather that citizens not be able to
distinguish propaganda from typical social media posts or the
regular commercial news media. Stockmann (2012) describes
how the commercialization of print media in China has allowed
for propaganda to blend in with news, which may make it
more believable and distracting for citizens, who may discount
information that they believe originated with the government.38
The government’s online propaganda program is also a secretive
enterprise where online propagandists attempt to blend into the
normal social media environment. In this section, I use leaked
propaganda directives from the government and leaked e-mail
archives linked to online propagandists to reverse engineer
general propaganda trends. I show that the instructions and
trends in propaganda are consistent with an information flood-
ing strategy intended to distract from alternative viewpoints or
events that could negatively affect public opinion toward the
government.

6.3.1 Identification of Propaganda in Newspapers

To identify newspaper propaganda in China, my coauthor and I
combined leaked propaganda directives published online by the
China Digital Times39 with detection of coordination in a large
collection of government newspapers.40 Since the Chinese gov-
ernment uses propaganda directives to facilitate coordination,
we reverse engineered propaganda by identifying days when all
newspapers publish the same or nearly identical articles. We
used the leaked propaganda directives to validate this measure

38 See Stockmann and Gallagher (2011) for a description of how this phenom-
enon has impacted perceptions of Chinese legal policy.

39 http://chinadigitaltimes.net/.
40 Roberts and Stewart (2016).
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and describe inmore detail the kinds of instructions provided by
the government to promote coordination. We found that large
numbers of coordinated newspaper articles appear during sen-
sitive political meetings and around sensitive political scandals,
seemingly to distract or downplay the events.

To find coordinated newspaper articles, we collected every
newspaper article from twenty-five provincial and city newspa-
pers in China for the year 2012. The newspapers were scraped
from each newspaper’s “digital” website. These sites are different
from the online news sites in that they contain only digital
copies of the printed newspaper and do not include online
advertisements. Although some Chinese newspapers’ websites
differ from their printed papers, the articles on the digital
website reflect the content of the printed newspaper exactly. We
recorded the date on which each article was published, the full
text, and the page number of each of the articles. In total, the
dataset contains 111,789 articles during the year 2012.

To identify moments of coordination, we grouped the articles
by the date on which they were written. For each day, we
compared each pair of articles written on that date to look for
overlap between articles using open-source plagiarism detection
software called Copyfind.41 Copyfind works by identifying over-
lap between phrases of a specified length within the document
pair. It then estimates the percentage of overlap in these phrases
between the two documents, allowing for slight imperfections
between phrase matches. High levels of phrase overlap indicate
plagiarism, or in this case article coordination.

Of course, some forms of coordination between articles occur
naturally, without directives from higher levels of government.
Some newspapers may reprint Xinhua or the People’s Daily not
at the direction of the government, but to save on cost, a process
called syndication. However, it is unlikely that coordination

41 Copyfind software available at: http://plagiarism.bloomfieldmedia.com/z-
wordpress/software/copyfind/.
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of identical stories across the vast majority of papers would
occur naturally simply because of syndication. Only seldom will
editors of the majority of papers decide to report on the same
story. In the cases where the story was important enough that
all papers would want to print an article covering it, typically
a subset of the papers will devote resources to printing their
own version of the event. Therefore, syndication that occurs
naturally, not by design, should occur across small subsets of
papers, and almost never across every paper. If an identical story
were printed across every paper, there is a high chance that
coordination was designed by the Propaganda Department.

We found that reprints of newspaper articles across papers
corresponded with this expectation. Among groups of article
reprints, more than 50 percent of articles had a total of only
two newspapers that printed overlapping stories. More than 95
percent of overlapping articles were featured in fewer than ten
newspapers, or fewer than half of the papers. Less than 1 percent
of overlapping articles had more than fifteen newspapers that
were coordinated. Printing of identical news stories among large
numbers of newspapers is a rare phenomenon.

To validate that the coordination among large groups of
articles is by government design rather than by chance, we
looked for leaked propaganda directives that correspond to
the coordinated articles identified by the algorithm. The China
Digital Times (CDT) contains a collection of both propa-
ganda and censorship directives collected from journalists in
China. These directives are posted on the CDT’s website
http://chinadigitaltimes.net.42 If some of the highly coordinated
days also correspond to leaked directives, this will validate that

42 The vast majority of the leaked directives the CDT collects are censorship
directives, detailing what the newspapers should not print rather than what they
should print. Some of the CDT directives are a combination of censorship and
propaganda directives, suggesting that if papers would like to write on a topic, they
can only use the Xinhua or People’s Daily version of events.
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our algorithm is picking up moments of government-induced
coordination.

Many of the coordinated events we found within the news-
papers had corresponding leaked propaganda directives. In one
example, a leaked propaganda directive on November 18, 2012,
indicated that all media should emphasize a Xinhua article that
urges readers to study and implement the 18th Party Congress’s
collective learning ideology.43 In the newspaper corpus we col-
lected, nineteen of the twenty-five newspapers printed a version
of this article that had over 70 percent phrase overlap with others
that had printed the same article, and all of the newspapers for
which we could collect page numbers printed the article on their
first page.

In another example, in March 2012, a propaganda directive
indicated that newspapers should report the Xinhua version of
a meeting between Wen Jiabao and reporters.44 Nineteen out
of twenty-three newspapers printed that day included the same
version of this story. On November 28, 2012, a leaked propa-
ganda directive indicated that newspapers should follow Xinhua
in reporting on the death of Luo Yang, the main architect of the
J-15 Chinese fighter jet.45 Seventeen of twenty-three newspapers
that printed that day had the same reprinted version of the story.
The correspondence between these leaked directives and the
coordinated articles with reprints across many papers provides

43 “ ,” China Digital Times, http://china
digitaltimes .net / chinese /2012 /11 /%E4%B8%AD%E5%AE%A3%E9%83%A8%EF
%BC%9A%E4%B8%AD%E5%A4%AE%E6%94%BF%E6%B2%BB%E5%B1%80%E9
%9B%86%E4%BD%93%E5%AD%A6%E4%B9%A0/

44 “ ,” China Digital Times, http://chinadigital
times.net/chinese/2012/03/%E4%B8%AD%E5%AE%A3%E9%83%A8%EF%BC%9A
-%E6%B8%A9%E6%80%BB%E7%90%86%E8%AE%B0%E8%80%85%E8%A7%81
%E9%9D%A2%E4%BC%9A/

45 “ ,” China Digital Times, http://chinadigitaltimes.net/
chinese/2012/11/%E4%B8%AD%E5%AE%A3%E9%83%A8%EF%BC%9A%E7%BD
%97%E9%98%B3%E9%80%9D%E4%B8%96/
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strong evidence that highly coordinated newspapers are often
the result of government efforts in propaganda.

6.3.1.1 Coordination: Sensitive Time Periods, on Sensitive Issues

Now that we have developed a measure of propaganda across
provincial and city newspapers, we can identify when coordina-
tion is used by the government, to better understand the purpose
of newspaper propaganda. Does coordination happen at regular
intervals? Or during particular time periods? When does the
Party decide it needs to control the information environment?

Figure 6.1 maps the number of coordinated events over time,
where at least 70 percent of newspapers printed the same article.
The largest numbers of coordinated articles occurred during
Party meetings, particularly the extremely sensitive period of
the power transition between Hu Jintao and Xi Jinping in
November 2012. During this time period, there was extremely
high coordination among papers—at the highest point, four
separate articles were coordinated on one day across almost
all papers. The coordinated articles that are printed during the
meeting are about the proceedings of the events and Party
ideology. By forcing all papers to print the same version of the
event, the Party prevents alternative interpretations of the most
high-level Party meetings and spreads the Party’s perspective on
its own governance.

The prevalence of propaganda during this period also aligns
with journalists’ own account of Partymedia control around im-
portant meetings. Journalists reported being required to avoid
any negative news or commentary for the entire month of
November 2012.46 Further, many of the articles coordinated
during this period were printed on the front pages of the

46 Duggan, Jennifer, “China Internet Censored for Party Congress,” Al Jazeera,
November 17, 2012, www.aljazeera.com/indepth/features/2012/11/20121115105540
550384.html.
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Figure 6.1: Number of times that articles are coordinated across more
than 70% of papers by day, 2012. Highest levels of coordination appear
during national meetings.

papers. The Party’s interpretation of the meetings and news
about the meetings were by design the first thing newspaper
readers saw during the November transition of power from Hu
Jintao to Xi Jinping, de-emphasizing other stories that could
detract from the Party’s spotlight or call into question the Party’s
power.

The other main cluster of coordinated news articles outside
of the March and November meetings was in August 2012.
This corresponds to an extremely sensitive event within the
Party—the trial of the wife of the Party Secretary of Chongqing
Bo Xilai, Gu Kailai, who was given a deferred death sentence in
August 2012 formurdering a British businessman. The cluster of
propaganda around this timemay have occurred as a distraction
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from this sensitive event. Although not all of the articles discuss
the event directly, some allude to it, urging Party members
to understand the full meaning of “socialism with Chinese
characteristics,” and encouraging Party discipline.

Coordination seems to be not only a tool to distract from
sensitive events within the Chinese government but also ameans
of control of newspapers so that alternative views of these
events cannot gain traction in the media. Articles relating to the
sentencing of Wang Lijun and Gu Kailai in 2012 are frequently
coordinated across papers and appear in the leaked propaganda
directives, but the message is to de-emphasize the event. The
purpose of coordination in these circumstances is to prevent the
newspapers from providing alternative accounts of the incident
or sensationalizing it, thereby explicitly censoring the editorial
leeway of the newspapers.

Similarly, discussion of policies on the environment, corrup-
tion, food safety, real estate prices, and relations with Japan are
also sometimes coordinated, again perhaps to prevent sensa-
tionalist versions of these events. Leaked propaganda directives
associated with these events tend to instruct that they should
be de-emphasized to the back pages of the newspaper and not
“hyped.”47 Coordination, in this case, is used not to distract, as it
is during Party meetings or sensitive periods, but to control the
number of alternative stories about the policy implementation
or sensitive event.

Overall, in this section, I showed that newspaper propaganda
is often used as a tool of censorship by filling the front pages
of the newspapers during sensitive periods and controlling re-
porting and placement of stories within newspapers on sensitive
topics. Rather than always being used to persuade or cajole the

47 “Directives from the Ministry of Truth: Food Safety,” China Digital
Times, August 17, 2012, http://chinadigitaltimes.net/2012/08/directives-from-the-
ministry-of-truth-food-safety/.



December 18, 2017 Time: 05:03pm Chapter6.tex

INFORMATION FLOODING • 209

reader, as we often think of propaganda, the flooding strategy of
the Chinese government is to affect the likelihood that readers
come across particular articles or accounts of events. In the next
section, I look to see whether these same strategies also appear
in the Chinese government’s approach to online propaganda.

6.3.2 Identification of Online Propaganda

To identify the online flooding strategy employed by the
Chinese government, I turn to leaked e-mail archives from a
local propaganda department. These archives, leaked by blogger
“Xiaolan,”48 provide several years of e-mail correspondence
between a local propaganda department in Zhanggong county
in Jiangsu province and government officials who had been
tasked with posting online propaganda. Many of the e-mails
include posts that internet commentators nicknamed the “Fifty
Cent Party” made at the direction of the local propaganda
department. Although we have no way of knowing whether
the e-mail archive is complete, the leaked e-mails give us a
window into the instructions and propaganda posts that were
coordinated by government entities over this period.

In order to identify the online propaganda, a team of research
assistants went through each of the 2,000 e-mails in the archive
to extract the details and reports of the online propaganda
posts. In total, the research assistants identified 43,757 online
propaganda posts on around 2,000 accounts over a two-year
time period.49 A full description of the post collection process
and full analysis of the posts are included in King, Pan and
Roberts (2017).

48 https://xiaolan.me/50-cent-party-jxgzzg.html.
49 The archive’s authenticity was verified by locating posts from the archive

online.
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6.3.2.1 China’s Fifty Cent Party: Highly Coordinated
Cheerleading

If propaganda were meant to persuade, online propaganda posts
should address the political questions that are highly contested
within the blogosphere. Current conceptions of online propa-
ganda in China posit that the Fifty Cent Party is primarily tasked
with countering anti-government rhetoric online. Social media
users are accused of being Fifty Cent Party members when they
defend government positions in heated online debates about
policy, or when they attack those with anti-government views.
In large part, scholars and pundits have viewed Fifty Cent Party
members as attackers aimed at denouncing or undermining
pro-West, anti-China opinion.50 Fifty Cent Party members, for
the most part, have been seen in the same light as traditional
propaganda—as intending to persuade rather than to censor.

For the most part, however, the leaked online e-mail archive
containing Fifty Cent Party posts does not suggest that the
purpose of Fifty Cent Party posts is to take on critics of the
Chinese government, or persuade people to support Chinese
government policy. Very few of the thousands of posts in the
archive were argumentative in nature or were aimed at defend-
ing the government against attackers or attacking its critics.
Instead, the vast majority of Fifty Cent Party posts seem to be
designed to distract from political arguments happening on the
Internet. Like coordination among newspapers, the coordina-
tion of online propaganda serve as censorship or distraction,
rather than for persuasion.

Instead of attacking, the largest portion of Fifty Cent Party
posts in the leaked e-mail archive were aimed at cheerleading

50 Bandurski, David, “China’s Guerrilla War for the Web,” September 24,
2008, https://blogs.law.harvard.edu/guorui/2008/09/24/chinas-guerrilla-war-for-
the-web/; Lam, Oiwan, “When China Briefly Unblocked Facebook, Trolls Rushed
In,” Hong Kong Free Press, November 26, 2015, https://www.hongkongfp.com/
2015/11/26/when-china-briefly-unblocked-facebook-trolls-rushed-in/.
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for citizens and China—patriotism, encouragement or motiva-
tion of citizens, inspirational quotes or slogans, gratefulness, or
celebrations of historical figures, China, or cultural events.Many
of the posts were not even political in nature. For example, many
remember heroes who sacrificed for China: “

,
” “We salute you who shed your blood in exchange

for our happy life today! You will always live in our hearts!”
Others encourage citizens to keep trying to achieve their goals:
“ ” “Happiness doesn’t co-
me easily, so treasure it; tomorrow reenergize and advance with
courage.”

In order to measure the target of propaganda, we divided a
random sample of 200 leaked Fifty Cent Party posts into five
different categories. If propaganda posts were meant to per-
suade, the posts should fall into either (1) argumentative praise
or criticism, including praise or criticism of the government
that takes a position vis-à-vis another viewpoint; or (2) taunting
of foreign countries, including comparisons of China to other
countries with the sentiment that China is better, or insults
toward other countries. These first two categories are how most
pundits had described the purpose of the Fifty Cent Party in the
past. If posts were meant to distract or change the subject, posts
would fall into (3) non-argumentative praise or suggestions,
including praise of current government officials, programs, or
policies, which is not responding to an alternative viewpoint;
(4) cheerleading for China, including patriotism, encourage-
ment or motivation of citizens, inspirational quotes and slogans,
thankfulness, gratefulness, inspiration or gratefulness for histor-
ical figures, or cultural references and celebrations; or (5) factual
reporting, including descriptions of current government pro-
grams, projects, events, or initiatives, without praise or criticism.

We found that the majority of the leaked Fifty Cent posts,
85 percent, fell into the cheerleading category. The second
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most prevalent type of post was non-argumentative praise or
criticism (11 percent). The last type of post we found within
the sample were posts that contained factual reporting about
government programs or policies (4 percent). In the random
sample, we found no examples of taunting of foreign countries
or argumentative praise or criticism. In King, Pan and Roberts
(2017) we use automated methods to extend this analysis to the
rest of the post and to accounts that we predict to be associated
with the Fifty Cent Party in other provinces. We find similar
results; overwhelmingly, the posts we identify cheerlead and
distract, rather than argue online.

The observation that most of the posts seem to be intended
to make people feel good about their lives—and not to draw
attention to anti-government threads on the Internet—is consis-
tent with recent indications from Chinese propaganda officials
that propagandists attempt to promote “positivity.” The Chinese
Communist Party has recently focused on encouraging art,
TV shows, social media posts, and music to focus on creating
“ ,” or “positive energy,” to distract from increasingly
negative commercial news.51 Although sources do not directly
lay out the reasoning behind this positive energy strategy, re-
orienting the public toward the positive instead of trying to
counter negative criticism is a way to distract the public from
negative online discourse without drawing more attention to it.

Not only do the leaked e-mails show that online flooding
in China is aimed at generating positive sentiment rather than
countering criticism, the timing of the posts themselves provide

51 “ ,” http://www.
jcrb.com/opinion/zywy/201410/t20141023_1443348.html, “

,” , http://it.sohu.com/20120904/n352242285.shtml,
, http://ehsb.hsw.cn/shtml/

hsb/20141111/191042.shtml, “ ,”
, http://news.ifeng.com/mainland/special/luwei/content-4/detail_2013_10/

30/30805526_0.shtml
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indications that online propaganda is used during sensitive peri-
ods and to distract from highly sensitive events. Figure 6.2 shows
a timeline of the posts retrieved from the e-mails. Although the
leaked archive gives us only a small view of the online propa-
ganda system in China, the online propaganda effort like the
coordination of articles in the newspapers is quite “bursty,” or
focused within particular periods. The two major bursts within
the time period are focused on promoting Chinese patriotic
festivals, including Qingming festival, which is a traditional
Chinese cultural holiday to celebrate ancestors, and Martyr’s
Day, a new day created by the CCP to celebrate military heroes.
A third burst is focused on the promotion of Xi Jinping’s slogan
the “Chinese Dream,” which was a major focus of propaganda
during the spring of 2013. A group of propaganda posts is also
clustered around the Third Plenum of the 18th Party Congress,
an important Party meeting in November 2013, and another
group of posts comments on a local government development
initiative.

However, outside of these cultural, slogan, and meeting
bursts, there are two large bursts of propaganda posts—one
at the end of June and beginning of July 2013, and another
in May 2014—which do not have an obvious purpose. These
bursts contain typical cheerleading posts, making it difficult to
determine the reason the posts were concentrated within such a
short period.

A closer look at the e-mails associated with the first burst
reveals that this concentrated set of positive propaganda may
have been aimed at distracting from riots against the govern-
ment in Xinjiang, which occurred on June 26, 2013, and killed 27
people.52 The posts at the beginning of the burst are associated
with an e-mail from the Zhanggong propaganda department

52 Forsythe, Michael, “Xinjiang Violence Leaves 27 Dead after Clash with Police,”
Bloomberg, June 26, 2013, http://www.bloomberg.com/news/articles/2013-06-26/
xinjiang-violence-leaves-27-dead-after-attack-on-police-stations.
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Figure 6.2: Timeline of Fifty Cent Party posts in leaked e-mail archive,
reproduced from King, Pan and Roberts (2017).

written to a blind copied group of individuals only a few days
after the riots with examples of online propaganda condemning
terrorism in Xinjiang, promoting national unity, and promoting
harmony between nationalities. One hour later, the Zhanggong
propaganda department reported to the higher-level city of
Ganzhou that its team had posted hundreds of microblogs
promoting positivity, the Chinese Dream, tolerance, diversity,
and revitalization. The timing of the e-mails suggests that the
propaganda posts were a follow-up to the original posts that
condemned terrorism in Xinjiang. It also suggests that when
online propaganda is meant to react to a crisis only a small
number of propaganda posts actually address the event directly.
Instead, most posts are focused on distracting from the negative
event with “positive energy.”

The second burst of posts does not have an e-mail trail like
the first burst, but its timing is also associated with an event
in Xinjiang. On April 30, 2014, a knife attack and bombing
in the Urumqi railway station killed three people and injured
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dozens immediately following a visit by Chinese President Xi
Jinping.53 In the days that followed, thousands of posts appear in
the leaked dataset that cover a wide range of topics, including the
people’s livelihood and good governance. Although there is no
direct evidence in the e-mail archive that the burst is a response
to the bombing, the parallels between this burst and the one in
June 2013 provide suggestive evidence that this burst, too, was
created with the purpose of distraction.

6.4 THE INFLUENCE OF FLOODING ON THE SPREAD
OF INFORMATION

Having described the logic behind flooding, I now show that
government coordination of information has an important in-
fluence on the prevalence of information that appears within
social media. Either because government efforts to spread in-
formation are high in volume or because netizens unwittingly
pick up flooded information and reshare it, increases in coor-
dination are associated with significant increases in the spread
of government-sanctioned information online. As the ratio of
government-initiated to citizen-initiated information online in-
creases, citizens will be more likely to come across government
propaganda relative to alternative viewpoints and will be more
likely to share them.

To show this, I estimate the impact of both the coordination
of newspaper articles and paid online commentators on the
web. I find that the particular wording of the coordinated
newspaper article spreads throughout both the domestic and
also, more surprisingly, the international blogosphere, showing

53 “Deadly China Blast at Xinjiang Railway Station,” BBC, April 30, 2014,
http://www.bbc.com/news/world-asia-china-27225308.
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that information flooding strategies have a multiplicative
effect on the spread of information. Next, I show that online
discussions of Qingming festivals in recent years are many
times more likely to reflect the government’s framing of the
festival, evidence that online propaganda indeed influences the
tone of the conversation.

6.4.1 How Does Newspaper Coordination Influence the
Spread of Information?

How does the coordination among newspapers in China influ-
ence the spread of information? If information is sufficiently
coordinated, are others more likely to reprint these stories? Do
social media users and other commentators pick up the same
language used in the coordinated newspaper articles?

To answer these questions, I estimate whether newspaper
articles that were more coordinated were more likely to appear
on non-news sites and within individual social media posts. To
do this, I take consecutive word strings from more coordinated
articles to see if they appear more frequently on the web than
those where there is less coordination among newspapers. For
each unique cluster size of coordinated newspaper articles rang-
ing from two to twenty, I sample 100 coordinated articles.54 For
each of these 1,290 articles, I sample five 30-character strings
randomly from the text of the article. I then use the Google API
to search each of these 6,450 strings on Google and record the
number of search results returned.

I obtain three different search result metrics. First, I count
the number of search results Google returned overall. I also
count specifically the number of search results returned on
sina.com.cn,55 the most popular blogging site in China. Last, I

54 For some coordinated cluster sizes, there were not 100 unique instances in my
dataset. For these clusters, I took all of the coordinated articles.

55 Using site: sina.com.cn within the search results.
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count the number of search results returned on blogspot.com,
the most popular blogging site within the United States, which
is blocked by the Great Firewall in China.56

I measure the relationship between coordination and the
number of search results, both within and outside of China.
Figure 6.3 shows the number of coordinated papers on the
x-axis, and the log of the search results on the y-axis. There is
a very strong correlation between the degree of coordination
across newspapers and number of search results containing the
strings of the coordinated articles.

It could be that these results are simply a reflection of
coordination by government propaganda workers who could
repost the same wording as in the provincial newspapers at
the direction of the Chinese government. However, within the
leaked Fifty Cent posts, we did not see examples of the Fifty Cent
Party reposting copies of traditional media stories on the web.
We would also not expect the Fifty Cent Party to write social
media posts on websites outside of the Great Firewall, such as
blogspot.com, which are less likely to be frequented by the aver-
age Chinese citizen. The evidence suggests that the link between
coordination and social media mentions is not simply through
other coordinated measures initiated by the CCP. Instead, the
multiplicative relationship between coordination and search
results likely indicates that the propaganda is being reprinted by
regular Chinese citizens and also by citizens abroad.

6.4.2 How Do Online Commentators Influence the Framing
of a Holiday?

How do government online commentators influence the tenor
and framing of online conversations? In this section, I study

56 I used the Google API to do this, and close examination indicates that the
number of returned search results is fairly accurate. The number of search results
when you simply search Google from a desktop is often very inaccurate, which is
why using the API (application programming interface) is important.
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how the tenor of the online conversation about the Qingming
festival in China has changed as the government’s effort to affect
online conversations through paid commentators has increased
in recent years.

The Qingming festival, also known as the Tomb Sweeping
Festival or the holiday of Pure Brightness, occurs every spring
and is traditionally a time when Chinese pay respect to their
ancestors by visiting their graves and presenting them with
offerings. The holiday has its origins in ancient China, but was
largely disallowed in theMaoist era. After reform, the Qingming
festival has returned to China and is now widely observed
throughout the country.57

57 See Johnson (2016) for a discussion of the history of the Qingming festival and
its current treatment today in China.
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Qingming is problematic for the Chinese government be-
cause these rituals have frequently turned political. The Tianan-
men Incident in 1976 originated in a gathering to remember
former Premier of China Zhou Enlai on Qingming, but turned
into a protest against government officials. The holiday brings
attention to graves of those who were killed during sensitive
political events, like the 1989 Tiananmen Square protest. In
recent years, before the Qingming festival, in an effort to prevent
instability, government police have detained outspoken family
members of those killed on June 4, 1989.58

As Qingming has become more popular in recent years,
the Chinese government has made an effort to take back the
festival for its own purposes. In particular, the CCP has tried
to link Qingming to the recognition of Communist martyrs
by showing officials on television visiting the graves of fa-
mous revolutionary heroes.59 This framing is consistent with
an increasing emphasis on the CCP as a nationalist, unifying
force by emphasizing the sacrifices the party has made to unify
and provide stability and prosperity for the country and dis-
tracting from the more contentious history of the Qingming
holiday.

The “martyr” framing of Qingming is reflected in the leaked
Fifty Cent Party posts discussed earlier in this chapter. The
largest volume spike in the leaked archive occurred on the Qing-
ming festival (figure 6.2). Many of these posts link Qingming
with revolutionary heroes. The burst contains posts such as:
“Qingming is the day where we relive the fire of the revolu-
tion and we commune with the martyrs.” (“

”), “Mourn the martyrs, the great men
who gave their lives for the birth of new China. Because of
them we now have a happy life! Because of them we now have

58 Laris, Michael, “Tiananmen’s Edgy Proximity,”Washington Post, April 6, 1999,
https://www.washingtonpost.com/archive/politics/1999/04/06/tiananmens-edgy-
proximity/bcb50b9f-9f7b-4bb6-9b22-d7badbded429/.

59 Johnson (2016).
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international status! Because of them the Chinese people can fi-
nally once again stand proudly among the nations of the world.”
(“

.”)
Can the CCP be successful in changing the tenor of the

tomb sweeping festival with its coordinated framing of the
festival? To study how the online conversation has changed
as the government has increased its focus on online propa-
ganda,60 I gathered a random sample of social media posts on
baidu.com, sina.com.cn, and sohu.com thatmentioned the word
“Qingming” during April 1–April 5 of each of the years 2012–
2016. In each year, I counted the proportion of posts that men-
tioned the word “martyr” (either “ ” or “ ”) during that
period.61

The results are plotted in figure 6.4. Since Xi Jinping took
office, there has been a remarkable six-fold increase in discus-
sion of martyrs online associated with the Qingming festival.
Although the word “martyr” was used in less than 0.5 per-
cent of posts that mentioned “Qingming” on these websites in
2012, in 2014–2016 almost 3 percent of all posts that mention
“Qingming” also mention “martyr.” The increase in prevalence
of posts equating Qingming with martyr’s day reflects a shift
in the way that online information portrays the holiday and
its purpose to the public. It also shows that the government
can wield significant influence over the tenor of the online
discussion through flooding.

60 Bandurski, David, “A ‘Year of Innovation’ for Internet Controls,” ChinaMedia
Project, January 7, 2016, http://cmp.hku.hk/2016/01/07/39575/.

61 Posts were sampled from the online social media analytics company Crimson
Hexagon.
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Figure 6.4: Proportion of posts about Qingming that mention martyrs,
April 1–5, 2012–2016.

6.5 CONCLUSION

Information flooding is the least identifiable form of censorship
of all the mechanisms described in this book. Particularly with
the expansion of the Internet, the government can hide its
identity and post online propaganda pretending to be unrelated
to the government. Coordinated efforts to spread information
online reverberate throughout social media because citizens
are more likely to come across them and share them. Such
coordination can distract from ongoing events that might be
unfavorable to the government and can de-prioritize other news
and perspectives.
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We might expect that coordinated government propaganda
efforts would be meant to persuade or cajole support from
citizens on topics that citizens criticize the government about.
However, the evidence presented in this chapter indicates that
governments would rather not use propaganda to draw at-
tention to any information that could shed a negative light
on their performance. Instead, governments use coordinated
information to draw attention away fromnegative events toward
more positive news or their own overarching narrative, or to
create positive feelings about the government among citizens.
This type of flooding is even more difficult to detect, and dilutes
the information environment to decrease the proportion of
information that reflects badly on the government.
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Implications for a Digital World

When I was in China in 2006, coming across blocked websites
was less common than it is today. Some Wikipedia pages were
blocked and some links in the New York Times website would
return an error, but otherwise, I could access information I
would normally use with no extra effort. I posted pictures on
Facebook, I used Google. Twitter had not started yet, but I
instant messaged through Skype. The paradigm of incomplete
censorship had not yet been widely applied—the Great Firewall
did not affect many websites and did not yet create major
differences in the accessibility of online news between people
living in the United States and those in China.

Each subsequent time I visited China, the government had
added friction to information from the Western world. Google
and Gmail can no longer be accessed without a VPN. Facebook,
Twitter, Instagram, the New York Times, YouTube—so many
of the Internet content providers from which Internet users
around the world receive their news—are no longer available in
China without evading censorship. When traveling to China, I
have become accustomed to using a VPN to do simple things
like keep up with e-mail, collaborate with coauthors on Google
Drive or Dropbox, or wish a friend happy birthday on social
media.

Despite being able to access websites from the United States,
doing so was frustrating and time consuming. I have found
myself increasingly turning to the vibrant and ever-expanding
world of Chinese social media. I signed up for WeChat,
Weibo, QQ, and 126 e-mail because these platforms were more
convenient. These companies are some of the most exciting
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technology companies in the world, with innovative platforms
that attract audiences in their own right. However, the politically
inspired division between the networks, information, and online
communities in China and in the rest of the world worries
me. Although the difference between the Chinese and English
languages naturally creates its own barrier and imposes friction
on sharing information, understanding, and friendships across
the Pacific, the seclusion of Chinese social media users from the
rest of the world on the Internet as a result of censorship cre-
ates an environment that could exacerbate misunderstandings,
nationalism, and differences in perceptions between the popu-
lation of one of the most important and powerful countries and
the rest of the world. Despite many pundits’ characterization
of porous censorship in China as “futile,”1 this book provides
evidence that typical users are affected enormously by these
small costs of information without always realizing it, providing
credence to worries of polarization not only within China but
also between China and the rest of the world.

7.1 WHY POROUS CENSORSHIP MATTERS

This book has shown the surprising effects of porous censor-
ship, or small but circumventable taxes on information, on
what citizens read, share with others, and think about politics.
The perception that the Internet allows us the possibility to
access so much information reassures us that governments and
political entities cannot completely hide information that could
keep them accountable. But the impatience and indifference to
politics inherent in the busy schedules of typical citizens mean
that ease of access has strong effects on what information the

1 August, Oliver, “The Great Firewall: China’s Misguided—and Futile—
Attempt to Control What Happens Online,” Wired, October 23, 2007, http://www.
wired.com/2007/10/ff-chinafirewall/.
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majority of the public consumes and shares. With the decline
of the traditional media, increases in hidden forms of censor-
ship combined with the ability of governments to engage in
online political propaganda have created an environment where
political entities have a surprising amount of control over what
information is easiest for their constituents to come across.
Censorship that functions through friction and flooding can
exacerbate divisions and reduce political entities’ accountability
even when they do not explicitly make any information off-
limits.

In this book, I have described the ways in which citizens
can be affected by censorship. Fear affects citizens through
deterrence, by making individuals frightened to share or access
information. Fear is effective only when it involves a credi-
ble threat, when governments are able to credibly commit to
punishing individuals for speech. Fear without credibility can
have unintended negative consequences for governments, by
creating a public backlash against censorship or by creating
incentives for citizens to conceal information the government
would find valuable. Friction influences the spread of informa-
tion by making it more difficult to access, and similarly flooding
affects citizens by introducing information that distracts from
the information the political entity would rather keep off-limits.
Friction and flooding are more effective when citizens’ elasticity
of information is high, or when information has more substi-
tutes. Users are even more affected when they do not know that
censorship is happening because they do not have the awareness
necessary to counteract it. Search filters, throttling, and paid
online propaganda commentators can be explained away by a
search engine’s algorithm, too much Internet traffic, or a slew of
concerned citizens. Friction and flooding, although technically
easy for citizens to circumvent, divert and distract the public,
particularly when their real purpose and potential consequences
go unnoticed.
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The influence of fear, friction, and flooding on individuals’
consumption of information has clear implications for govern-
ment strategies of censorship in the digital age. Porous censor-
ship is useful to authoritarian regimes precisely because only
some individuals circumvent it. Fear, which is difficult to use
to credibly target millions of Internet users, can be primarily
used against high-profile individuals and the traditional media
who could influence large numbers of people. For the typical
Internet user, censorship based on friction and flooding is used
to nudge individuals away from conversations, focal points, and
networks the government prefers they would not be involved in,
separating potential support from the activist core.

This strategy of porous censorship mitigates many of the
costs that fear-based censorship creates for authoritarian
governments. Fear comes with the potential for backlash against
censorship or, if applied too broadly, may limit the ability
of governments to collect true information from citizens and
discourage complaints that keep local government officials in
check. Porous censorship, on the other hand, frustrates the vast
majority of citizens from accessing information the government
deems dangerous, while not making any information explicitly
off-limits and allowing online consumers to feel as if all infor-
mation is possible to access.

Using online experiments, large social media datasets,
datasets of newspapers, leaked archives of propaganda, and
a nationally representative survey, I provided evidence that
supports this theory of censorship in the empirical sections
of this book, showing that the vast majority of Chinese Inter-
net users’ consumption and production of information is not
affected by fear and deterrence. As I showed in chapter 4, when
citizens observe censorship, they become more interested in
the information, seeking out information that is related to it
and continuing to write about off-limits topics. Because online
users are looking for signals of topics’ importance, censored
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information draws attention to topics the government would
rather not be discussed.

In contrast, in chapters 5 and 6, I show that censorship that
taxes information has large effects on the typical individual’s
production and consumption of information. Internet users do
not circumvent the Firewall because they do not know it exists,
find it bothersome, or have no reason to. Small variations in
barriers to access, like blocked websites, censors’ schedules, or
the timing of coordinated propaganda have large impacts on
the amount of information about a topic online. Even though
many people report being angered by censorship, when it goes
unnoticed it can have surprisingly large impacts.

However, because porous censorship can be circumvented, it
has vulnerabilities. During crises, or in periods when censorship
suddenly disrupts their habits, even typical citizens are likely to
search out information regardless of the costs. As I have high-
lighted throughout this book, moments of crisis and instability
may make it difficult for authoritarian regimes to control access
to and spread of information because citizens’ demand for
information becomes more inelastic. For authoritarian regimes
that adopt these strategies, I expect that unexpected, sudden
crises that draw large-scale public attention—like the Tianjin
explosions described in chapter 5—will likely be the moments
when information will be less affected by censorship and
governments are more likely to be held accountable.

7.2 AUTHORITARIAN RESILIENCE

The findings in this book speak to a growing literature that
puzzles over the resilience of authoritarian governments in the
face of the third wave of democratization and the expansion
of the Internet.2 The evidence suggests that the resilience of

2 Nathan (2003); Anderson (2006); Gilley (2003).
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authoritarian regimes is due not only to repression and respon-
siveness but also to other tools used to slow down coordination
of collective action. The friction- and flooding-based methods
of censorship described in this book do not employ force,
make information impossible to access, or respond to citizens’
concerns. Instead, they nudge citizens away from activist circles
and alternative viewpoints that could facilitate collective action
that is dangerous for the regime.

The evidence presented in this book suggests that authoritar-
ian governments may adopt this strategy of porous censorship
in part because citizens themselves are strategic consumers of
information. Consumers are faced with a problem of informa-
tion overload and are therefore seeking signals of information
importance. Awareness of censorship can draw consumers
toward rather than away from information. Repression and
responsiveness address issues directly, drawing attention to
the issue the government would like to ignore. Throttling
or distraction, in contrast, distract and divert citizens to
other topics.

In comparison to direct repression, porous censorship bol-
sters authoritarian resilience by manipulating citizens’ incen-
tives so that they choose, rather than are forced, to engage in
the desired behavior. As Aldous Huxley, author of Brave New
World, writes in a forward to the second edition, “A really
efficient totalitarian state would be one in which the all-powerful
executive of political bosses and their army of managers control
a population of slaves who do not have to be coerced.” Rather
than making books unavailable or information impossible to
access, censorship taxes manipulate incentives so that most
citizens choose to consume information palatable to the gov-
ernment. It provides distractions and alternative arguments that
citizens select into because they are more readily available and
more widely circulated among the population.

The contrast this book draws between repression and porous
censorship can be applied to other areas of authoritarian control
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and could predict ways in which new technologies could be
used in the future. For example, experts now worry that as
improvements in surveillance technology make online behavior
easy to track, governments will increase their ability to track
dissidents. Many governments around the world are expanding
their surveillance programs, though the details of these pro-
grams are shrouded in secrecy. The Chinese government is
experimenting with a social credit score, which could include
information about what users write on the Internet and could
have implications for the ability to borrow money, get a job, or
be granted a visa.3 Although some say that such a credit system
would provide a much-needed measure for lenders to evaluate
potential borrowers,4 others say the idea stretches too far into
the political behavior of individuals and instead could act as
a mechanism to punish individuals for engaging in political
conversation online.5

A framework centered on repression would expect autocrats
to use surveillance technologies to track individuals online
and make punishment more credible. Indeed, authoritarian
governments have used these technologies to infect dissidents’
computers and phones.6 Certainly, surveillance technology will
make fear-based censorship easier for autocrats, and this is
something that the wider academic and policy community
should be greatly concerned about.

3 Hamilton Gillian, “China’s Social Credit Score Is Doomed to Fail,” Financial
Times, November 16, 2015, http: //blogs.ft.com/beyond-brics / 2015 /11 /16 / chinas
-social-credit-score-system-is-doomed-to-fail/.

4 Tsang, Tim, “How New Credit Scores Might Help Bridge China’s Finan-
cial Inclusion Gap,” Center for Financial Inclusion Blog, June 6, 2016, https://cfi-
blog.org/2016/06/06/how-new-credit-scores-might-help-bridge-chinas-credit-gap/.

5 Chin, Josh, and Gillian Wong, “China’s New Tool for Social Control: A Credit
Rating for Everything,” Wall Street Journal, November 28, 2016, https://www.wsj.
com/articles / chinas-new-tool-for-social-control-a-credit-rating-for-everything-
1480351590.

6 Marczak, Bill, and John Scott-Railton, “The Million Dollar Dissident: NSO
Group’s iPhone Zero-Days Used against a UAE Human Rights Defender,”
Citizen Lab, August 24, 2016, https://citizenlab.org/2016/08/million-dollar-
dissident-iphone-zero-day-nso-group-uae/.
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But less acknowledged is that the enormous data-collection
programs that accompany surveillance could be used to person-
alize friction and flooding to a wide range of users. Surveillance
could make friction and flooding more powerful by allowing for
targeting of individuals with information that makes them less
likely to come across information that damages the regime. Just
as Google targets advertisements to users, governments could
use information gathered from surveillance to target distracting
information to users who might have recently read or searched
for sensitive topics. In this way, governments could use surveil-
lance to exert influence over users without even revealing that
they are interfering, much less resorting to coercion.

As I have shown in this book, governments are already taking
advantage of online information to target censorship within the
population. But as the Internet becomes more customized and
more data about consumers becomes available, so will censor-
ship be customized to the individual rather than be applied
in a blanketed way to the whole population. Such targeted
censorship will increase its plausible deniability, as citizens will
experience censorship differently. It may also further increase
the digital divide between wealthy and marginalized popula-
tions,7 as those with less resources and education are less likely
to be able to recognize and circumvent censorship when they
encounter it.

7.3 IMPLICATIONS FOR FREE SPEECH
IN DEMOCRACIES

The evidence and theory presented in this book have broader
implications than just for information provision in autocracies.
Traditionally, scholars have drawn a stark contrast between

7 Norris (2001).
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freedom of speech in autocracies and democracies by focusing
on freedom of expression, or an individual’s liberty to express
themselves in the public sphere.8 This perspective is based on
the traditional structure of the media, where very few people
expressed their views to the masses. Free speech theorists before
the digital revolution worried that certain people would be
excluded from broadcast media.9 Autocracies banned particu-
lar voices from entering into the media, whereas democracies
allowed more freedom in who could take the public stage.

However, the introduction of digital media has made the
contrast between democracies and autocracies less stark. As
more people have begun to participate in the public sphere,
the bandwidth for public speech has widened. As Balkin (2004)
notes, the contest over free speech is not so much anymore
whether someone can take the public stage, but instead which
voices will rise to the top andwhichwill be lost in the cacophony.
Censorship consists not only of preventing individuals from
speaking but also of determining how their speech is prioritized
and presented to the public, the contest over the “code” and
structure of the Internet.10

In all societies, political entities have enormous amounts of
power in how information is organized in the public sphere.
Corporations wield significant power over the algorithms
behind online search and there is evidence that the order of
search results has electoral influences.11 Bureaucracies have a
significant say in what data they collect and how available
they make it. Interest groups and political parties invest large
amounts of money in flooding the Internet with their own
interpretation of events, drowning out the concerns of skeptics.
As the financial belt of traditional journalism tightens, political

8 Scanlon (1972).
9 Balkin (2004, pg. 6).
10 Lessig (1999, Chapter 7); Stockmann and Luo (2017).
11 Epstein and Robertson (2015).
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groups have greater sway over affecting the content of articles by
feeding journalists stories or refusing to respond to inquiries for
interviews or data.

If the prioritization of information for political purposes
has the impact of censorship, as this book suggests, then
in democracies we have to rethink how we can protect free
speech in a world of information overload. Perhaps the algo-
rithms behind online search should be more transparent to the
public so that we can have open debates about what voices
get shuffled to the surface and what voices are buried. Perhaps
we should concern ourselves more with competition between
online search, social media, and Internet service providers to
ensure that consumers are always provided a variety of per-
spectives. Maybe government data transparency should be stan-
dardized across bureaucracies to avoid selective, incentive-based
transparency.12 As democratic environments have shown that
they too are susceptible to friction and flooding,13 this book’s
broader perspective on censorship in the digital age demands
that we at least ask questions about how we view freedom of
information in democracies in the age of the Internet and what
policies should be implemented to protect it.

7.4 A CALL FOR FUTURE RESEARCH

There is still much we do not understand about the political
implications of censorship in authoritarian environments and
the direction that these efforts are headed. As authoritar-
ian governments develop sophisticated techniques to prioritize
information for their citizens through porous censorship, we as

12 Bertot, Jaeger and Grimes (2010).
13 Byrnes, Nanette, “How the Bot-y Politic Influenced This Election,” MIT

Technology Review, November 8, 2016, https://www.technologyreview.com/
s/602817/how-the-bot-y-politic-influenced-this-election/.
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researchers must keep up with our own study of the political
impacts of censorship to help understand and inform others of
the potential political results of these efforts. From an academic
perspective, understanding the future of authoritarianism will
require understanding how effectively these governments can
control the agenda. From a policy perspective, understanding
how citizens are influenced by media will allow us to better pre-
dict political outcomes and develop technologies that promote
freedom of information.

Scholars should increasingly seek to find ways to study
government censorship and propaganda efforts so that these
strategies can be uncovered and made public. Here I describe
two directions researchers might take to explore the implica-
tions of the findings in this book: better understanding the
long-term economic, educational, and ideological impacts of
censorship, and extending the theory to other countries and
theories of repression.

7.4.1 Long-term Economic and Ideological Impacts
of Censorship

While this book focused on the short-term impacts of cen-
sorship on access to information, future research should focus
on enumerating the long-term impacts of censorship, includ-
ing its economic, educational, and international implications.
Despite the surprising impact of porous censorship, which I
have highlighted, the findings presented here also suggest that
censorship is accompanied with important costs to the Chinese
economy, even if it is easily bypassed. Friction and flooding
in China act like tariffs and subsidies of information, skewing
the market for information and creating inefficiencies. Like
all international trade protections, some Chinese companies
benefit from these market distortions. Sina Weibo, Renren, and
Baidu are all protected from international competition because
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their competitors Twitter, Facebook, and Google are blocked by
the Great Firewall. Arguably, censorship has created space for
some local Chinese companies to innovate and prosper without
foreign competition.

For many technology companies in China, however, the fric-
tions associated with censorship impose large costs on innova-
tion. Start-ups working on developing new technology in China
must use VPNs to access important coding tools such as those
provided by Google. Social media companies must employ tens,
sometimes hundreds, of censors to ensure that their content is in
line with government guidelines. These taxes undoubtedly slow
innovation in China and retard the growth of the technology
industry. Enumerating the economic costs of censorship on the
Chinese economy will help us better understand its impact on
international trade and economic growth in China and the types
of companies that stand to win and lose from the censorship
apparatus.

Beyond the economy, the costs of censorship are also dra-
matically felt in the area of education. As the Chinese school
system is one of the primary conduits for information, the
government can control accessibility of information by control-
ling educational materials. Banning textbooks14 and censoring
academics15 may make foreign information less accessible and
easier to control, but it also throttles information from the
world’s leading scholars from entering the Chinese school sys-
tem. Budding computer scientists in China start with a penalty,
as they must use a VPN to use some of the world’s leading
software. Frustrated with government censorship, academics are

14 Chen, Andrea, and Zhuang Pinghui, “Chinese Universities Ordered to Ban
Textbooks That Promote Western Values,” South China Morning Post, January 30,
2015, http: //www.scmp.com/news / china / article / 1695524 / chinese-universities-
instructed-ban-textbooks-promote-western-values.

15 Phillips, Tom, “It’s Getting Worse: China’s Liberal Academics Fear Growing
Censorship,” Guardian, August 6, 2015, https://www.theguardian.com/world/2015/
aug/06/china-xi-jinping-crackdown-liberal-academics-minor-cultural-revolution.
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likely to look for positions outside of China.16 A better un-
derstanding of the long-term impacts of censorship on human
resources in China will be important to understand China’s
transition to a high-skilled economy.

The long-term ideological effects of censorship are perhaps
the most important. Censorship creates disparities in access
to information across political classes in China, exacerbating
income disparities and potentially sowing the seeds of long-
term political conflict. The political elite, tech-savvy, interna-
tionally educated Chinese citizens jump the Firewall easily,
while those in rural areas are more affected by censorship
because they are less aware of it and do not have the tools to
circumvent it. Censorship is regressive in that it exacerbates
the digital divide between classes. Perhaps more problematic, it
creates an information chasm between the poor and the political
elite that could turn into political or ideological conflict in
the future.17

Though the digital era has made large strides toward bridg-
ing gaps between countries and cultures, censorship in China
throttles cultural exchange between China and the West. As
the Chinese government increasingly manipulates the media
to prioritize its own version of international events, it also
ties its hands in how it can resolve international conflicts.18
The bifurcation of media consumption between Chinese and
Americans may slow the formation of common ground and
common knowledge that may be essential to cooperation
between East and West in the future. Future research seeking
to understand how media bifurcation affects citizens’ support

16 Phillips, Tom, and Ed Pilkington, “No Country for Academics: Chinese
Crackdown Forces Intellectuals Abroad,” Guardian, May 24, 2016, https://www.
theguardian . com / world / 2016 / may / 24 / academics - china - crackdown- forces-
intellectuals-abroad.

17 See Pan and Xu (forthcoming) and Wu and Meng (2016) for more discussion
of potential ideological conflict in China.

18 Weiss (2014).
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of international cooperation is essential to understanding how
censorship will affect the U.S.–China relationship.

7.4.2 Fear, Friction, and Flooding around The World

While the empirical sections of this book focused on the Chinese
case, more work needs to be done to test the impacts of fear,
friction, and flooding in other authoritarian environments. This
research is increasingly imperative as evidence suggests that
China’s model of censorship is being exported to other regimes.
How do other authoritarian systems of censorship differ and
converge with the Chinese model? As the theory in this book
suggests, the particular combination of fear, friction, and flood-
ing will depend on the political structure, level of economic
development, and technological capabilities of the regime. A
better understanding of the predictors of the various incarna-
tions of censorship would allow us to anticipate its implementa-
tion across political environments.

Similarly, are the reactions to the observation of censorship
similar across authoritarian regimes? This book suggests that
citizens’ elasticity of demand for information varies by their
interests, education, and information environment. Are there
some countries and contexts where porous censorship is more
or less effective? Are there political environments that tend to
be more prone to backlash? Exploring the impact of censorship
comparatively would allow us to understand how fear, friction,
and flooding travel to other cases and environments.
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8.1 DESCRIPTION OF THE CHINA URBAN
GOVERNANCE SURVEY

The 2015 China Urban Governance Survey was carried out by
the Research Center on Data and Governance at Tsinghua Uni-
versity during the summer of 2015. Urban residents above the
age of 18 were sampled via GPS Assisted Area Sampling (Landry
and Shen, 2005) to ensure that both residents andmigrants were
represented within the sample. The survey sampled 50 county-
level cities and urban districts in 24 provinces, excluding Inner
Mongolia, Jilin, Guizhou, Tibet, Qinghai, Ningxia, and Xinjiang.
The total number of respondents surveyed was 3,513, among
5,526 sampled–a response rate of 63.6 percent.

8.2 WORDS RELATED TO CENSORSHIP,
MUTUAL INFORMATION

This table of words are those that have high mutual information
and higher probability of appearing in a censored than an
uncensored Weibo post written by matched users. These are
the words used to understand how sensitive words appear
before and after censorship in the matched Weibo analysis in
chapter 4.
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Word related to censorship English translation

1 representatives
2 to show
3 State-owned Assets

Supervision Commission
4 inaction; dereliction of duty
5 outside of the party
6 opposition
7 Himalayas
8 to bear fangs and brandish claw
9 dispute
10 grow up to be
11 be subjected to
12 advocate for
13 reveal
14 after all
15 harm
16 National People’s Congress
17 punishment
18 with great difficulty
19 Chief Executive of

Hong Kong or Macao
20 request
21 (corporate) group
22 spokesperson
23 miscarriage of justice
24 punishment
25 correct
26 ordinary people
27 claim
28 daytime
29 uncle who wears a watch
30 don’t go
31 counterfeit or shoddy products
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Word related to censorship English translation

32 deleted
33 paint
34 user
35 borrowed
36 worth a look
37 fellow peasant
38 willing to risk life and limb
39 dispatch a vehicle
40 sharp knife
41 heh heh heh (evil laughter)
42 academia
43 residence
44 waste talent
45 in front of house
46 Zhang Sizhi (rights lawyer)
47 hail of bullets
48 heartstrings
49 kindness
50 our school
51 stir up
52 adapt to
53 poison
54 press
55 hail of bullets
56 spear
57 water stream
58 Haidian
59 particularity
60 surveillance
61 gaze at each other
62 Caring Talk (program on

Radio Free Asia)
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Word related to censorship English translation

63 naked body
64 separated by mountains
65 separated by waters
66 stir up chaos
67 control
68 overthrow
69 He Weifang

(professor and activist)
70 report
71 Chongqing
72 highest/supreme
73 innocent
74 Titanic
75 rose rose
76 over 20
77 lend
78 public school
79 military brother
80 achievement
81 censor/deduct
82 sharp sword
83 to Guagua (refers to B. Guagua)
84 billion
85 also is
86 detained and investigated
87 Harrow school
88 besiege
89 offspring
90 nervous
91 escalation
92 new words
93 Chaoyang district
94 never forget
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Word related to censorship English translation

95 dispatch
96 drown
97 treasure
98 after viewing
99 reply
100 sailing

8.3 TIBET SELF-IMMOLATIONS NEGATIVE
BINOMIALMODEL

To supplement the analysis in chapter 5, I model the length
of the social media bursts associated with self-immolation
protests in Tibet using a negative binomial regression, where
the length of the burst is the dependent variable and whether
or not the self-immolation occurred on a weekend is the
main independent variable of interest. Shown in table 8.1,
controlling for characteristics of the self-immolator, I find
that whether the event was on a weekend is still a significant
predictor of the length of the burst.

Table 8.1: Negative binomial Model showing the impact of a
self-immolation happening on a weekend on the length of the social
media burst associated with that immolation event.

Dependent variable: Length of social media burst

numafterdate
(1) (2)

Weekend 0.692∗∗∗ 0.764∗∗∗

(0.187) (0.189)
Age −0.002

(0.010)
Monk 0.290

(0.192)
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Table 8.1: Continued.

Dependent variable: Length of social media burst

numafterdate
(1) (2)

Died 0.321
(0.396)

Constant 1.282∗∗∗ 0.865∗

(0.124) (0.487)

Observations 120 111
Log likelihood −320.273 −294.755
θ 1.228∗∗∗ (0.194) 1.321∗∗∗ (0.219)
Akaike inf. crit. 644.546 599.509

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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